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#### Abstract

This work provides a characterization of Quasistationary Distributions (QSDs) for Markov chains with a unique absorbing state and an irreducible set of non-absorbing states. As is well known, every QSD has an associated absorption parameter describing the exponential tail of the absorption time under the law of the process with the QSD as the initial distribution. The analysis associated with the existence and representation of QSDs corresponding to a given parameter is according to whether the moment generating function of the absorption time starting from any non-absorbing state evaluated at the parameter is finite or infinite, the finite or infinite moment generating function regimes, respectively. For parameters in the finite regime, it is shown that when they exist, all QSDs are in the convex cone of a Martin entry boundary associated with the parameter. The infinite regime corresponds to at most one parameter value and at most one QSD. In this regime, when a QSD exists, it is unique and can be represented by a renewal-type formula. Several applications to the findings are presented, including revisiting previously established results using the developments in this work.


## 1 Introduction

Let $\mathbb{Z}_{+}=\{0,1,2, \ldots\}$ the set of nonnegative integers, and $\mathbb{N}=\{1,2,3, \ldots\}$ the set of natural numbers. We also write $\mathbb{R}_{+}$for the set of nonnegative real numbers.

Consider a Markov chain $\mathbf{X}=\left(X_{n}: n \in \mathbb{Z}_{+}\right)$on a state space which is a disjoint union of the set $S$ and the singleton $\{\Delta\}$, and where $S$ is either finite or countably infinite. Let $p$ denote the transition function for $\mathbf{X}$. As usual, we write $P_{\mu}$ and $E_{\mu}$ for the probability and expectation associated with $\mathbf{X}$ under
the initial distribution $\mu$, with $P_{x}$ and $E_{x}$ serving as shorthand for $P_{\delta_{x}}$ and $E_{\delta_{x}}$, respectively.

For $x \in S \cup\{\Delta\}$, let

$$
\begin{equation*}
\tau_{x}=\inf \left\{n \in \mathbb{N}: X_{n}=x\right\} \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }^{0} \tau_{x}=\inf \left\{n \in \mathbb{Z}_{+}: X_{n}=x\right\} \tag{1.2}
\end{equation*}
$$

We work under the following additional hypotheses:
HD-1. $\tau_{\Delta}<\infty P_{x}$-a.s. for some $x \in S$.
HD-2. The restriction of $p$ to $S$ is irreducible.
As a result, $\Delta$ is a unique absorbing state. We therefore refer to $\tau_{\Delta}$ as the absorption time.

Definition 1.1 (QSD). Let HD-1,2 hold. A probability measure $\nu$ on $S$ is a Quasistationary Distribution (QSD) if

$$
\begin{equation*}
P_{\nu}\left(X_{n} \in \cdot \mid \tau_{\Delta}>n\right)=\nu(\cdot) \quad \text { for all } \quad n \in \mathbb{Z}_{+} \tag{1.3}
\end{equation*}
$$

As is well-known, 28, Theorem 2] $\nu$ is a QSD if and only if it is a "Quasi limiting distribution" in the sense that there exists some probability measure $\mu$ on $S$ so that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{\mu}\left(X_{n} \in \cdot \mid \tau_{\Delta}>n\right)=\nu \tag{1.4}
\end{equation*}
$$

The idea of a limiting conditional distribution traces back to as early as 1931 by Wright 30 in the discussion of gene frequencies in finite populations. Later, Bartlett introduced the notion of "quasi stationarity" 3 and coined the term "quasi-stationary distribution" in the context of a birth and death process [4]. Yaglom [31] was the first who showed explicitly that the (1.4) holds for a non-degenerate subcritical branching process starting from any deterministic initial population, with a limit independent of the initial population. To this day, results of this type are referred to as Yaglom limits.

An important property of a QSD is the following 22, Theorem 2.2]. Suppose $\nu$ is a QSD. Then there exists some $\lambda>0$

$$
\begin{equation*}
P_{\nu}\left(\tau_{\Delta}>n\right)=e^{-\lambda n} \tag{1.5}
\end{equation*}
$$

That is under $P_{\nu}, \tau_{\Delta}$ is geometric with parameter $1-e^{-\lambda}$. We refer to $\lambda$ as the absorption parameter associated with $\nu$.

The definition of a QSD immediately leads to the following characterization of QSD, see e.g., 22 .
Proposition 1.1. Let HD-1,2 hold. A probability measure $\nu$ on $S$ is a $Q S D$ if and only if there exists some $\lambda>0$ such that

$$
\begin{equation*}
\sum_{i \in S} \nu(i) p(i, j)=e^{-\lambda} \nu(j), j \in S \tag{1.6}
\end{equation*}
$$

In this case, $\nu$ is a QSD with absorption parameter $\lambda$.

Two comments are in place:

1. Since $S$ is irreducible, if $\nu$ is a QSD then $\nu(i)>0$ for all $i \in S$.
2. The analogous statement to Proposition 1.1 in the continuous-time setting is generally false, see [27, Section 3.3].

In light of 1.5), the following is a necessary condition for the existence of a QSD:

HD-3. There exists $\beta>0$ such that $E_{x}\left[\exp \left(\beta \tau_{\Delta}\right)\right]<\infty$ for some (equivalently all) $x \in S$.

We note that the statement in parenthesis holds due to the assumed irreducibility of $p$. Clearly, HD-3 is not a sufficient condition, as the following very simple example shows:

Example 1.1. Let $\mathfrak{p}$ be any irreducible transition function on $S$. Let $p$ be defined as follows. Fix $\lambda_{c r}>0$, and define a transition function $p$ on $S \cup\{\Delta\}$ by letting $p(x, y)=e^{-\lambda_{c r}} \mathfrak{p}(x, y)$ when $x, y \in S$ and $p(x, \Delta)=1-e^{-\lambda_{c r}}$. In terms of sample paths, $\mathfrak{p}$ and $p$ are related as follows. Let $\mathbf{Y}$ be a $M C$ corresponding to $\mathfrak{p}$, and let $\tau_{\Delta}$ be a geometric random variable with parameter $1-e^{-\lambda_{c r}}$, independent of $\mathbf{Y}$. Now for $t \in \mathbb{Z}_{+}$set

$$
X_{n}=Y_{n} \mathbf{1}_{\left\{\tau_{\Delta}>n\right\}}
$$

Then $\mathbf{X}=\left(X_{n}: n \in \mathbb{Z}_{+}\right)$is a $M C$ with transition function $p$, and (1.5) holds with $\lambda=\lambda_{\text {cr }}$ and any distribution $\nu$ on $S$. However, for every probability measure $\nu$ on $S, P_{\nu}\left(X_{n} \in \cdot \mid \tau_{\Delta}>n\right)=P_{\nu}\left(Y_{n} \in \cdot\right)$ and so $\nu$ is a $Q S D$ for $p$ if and only if it is a stationary distribution for $\mathfrak{p}$, and this holds if and only if $\mathfrak{p}$ is positive recurrent.

Definition 1.2. Let HD-1|2|3 hold.

1. The critical absorption parameter $\lambda_{c r}$ is given by

$$
\begin{equation*}
\lambda_{c r}=\sup \left\{\lambda>0: E_{x}\left[e^{\lambda \tau_{\Delta}}\right]<\infty \text { for some } x \in S\right\} \tag{1.7}
\end{equation*}
$$

2. A parameter $\lambda \in\left(0, \lambda_{c r}\right]$ is in the finite $M G F$ regime if $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]<\infty$ for some $x \in S$.
3. The critical absorption parameter $\lambda_{c r}$ is in the infinite MGF regime if $E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]=\infty$ for some $x \in S$.

The constant $e^{\lambda_{c r}}$ also appears in the literature [8] as the convergence parameter for $p$, and the constant $e^{-\lambda_{c r}}$ is also known convergence norm, a generalization of the Perron-Frobenius root. The infinite MGF regime is referred to as the $R$-recurrent case with $R=e^{\lambda_{c r}}$. We decided not to use these terms as our analysis covers all absorption parameters, not just $\lambda_{c r}$, and also because $R$-recurrence is not a criterion for the existence or non-existence of QSDs but rather an indicator for which approach to apply, something which is simpler to describe through the two regimes presented.

As an immediate corollary, we have the following:

Corollary 1.1. Let HD-123 hold. Then

1. $\lambda_{c r} \in(0, \infty)$
2. If $\nu$ is a $Q S D$ with absorption parameter $\lambda$, then $\lambda \leq \lambda_{c r}$.

Proof. Clearly HD-3 implies $\lambda_{c r}>0$, and the irreducibility of $S$ implies that for every $x \in S, p^{n}(x, x)>0$, hence - by induction - $P_{x}\left(\tau_{\Delta}>k n\right) \geq\left(p^{n}(x, x)\right)^{k}$, which in turn implies $e^{\lambda_{c r}} \leq\left(p^{n}(x, x)\right)^{-1 / n}$ and so $\lambda_{c r}<\infty$.

For the second assertion, if $\nu$ is a QSD, with absorption parameter $\lambda$, 1.5 implies that for any $\epsilon>0, E_{x}\left[\left(e^{\lambda} /(1+\epsilon)\right)^{\tau \Delta}\right]<\infty$, and the result follows.

If $\nu$ is a QSD with absorption parameter $\lambda$ then

$$
E_{\nu}\left[\tau_{\Delta}\right] \stackrel{(1.5)}{-} \frac{1}{1-e^{-\lambda}} \stackrel{\text { Cor. } 1.1}{\sim} \frac{1}{1-e^{-\lambda_{c r}}} .
$$

For this reason, a QSD with absorption parameter $\lambda_{c r}$ is called a minimal QSD: it minimizes the expected absorption time among all initial distributions that are QSDs.

We close this section with the following observation.
Proposition 1.2. Let $\lambda \in\left(0, \lambda_{c r}\right]$. Then for every $x \in S$, $E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\right.$ $\left.\tau_{\Delta}\right] \leq 1$. Moreover,

1. If $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]<\infty$ then the inequality is strict;
2. If $E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]=\infty$ and $E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]<\infty$ for some $x \in S$, then $E_{x}\left[\exp \left(\lambda_{c r} \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]=1$ for all $x \in S$.

Proof. Pick $\lambda<\lambda_{c r}$. Then $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]<\infty$. Partitioning according to $\tau_{x}<\tau_{\Delta}$ or $\tau_{x}>\tau_{\Delta}$ and using the strong Markov property, we have

$$
E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right] E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]+E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]
$$

As the left-hand side is finite and the second term on the right-hand side is strictly larger than zero, the first statement holds, with all terms on the righthand side finite. Moreover, we can write

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=\frac{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]}{1-E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]} \tag{1.8}
\end{equation*}
$$

Both assertions now follow from the monotone convergence theorem by letting $\lambda \uparrow \lambda_{c r}$.

## 2 Results: Discrete-Time

### 2.1 Infinite MGF Regime

Throughout this section, we assume that the hypotheses HD-1,2,3 hold.
The main result of this section is a necessary and sufficient condition for the existence and uniqueness of a minimal QSD in the infinite MGF regime.

Theorem 2.1. Suppose $\lambda_{c r}$ is in the infinite MGF regime. Then

1. There exists a minimal $Q S D$ if and only if for some $x \in S$

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{x}\right)\right]<\infty \tag{2.1}
\end{equation*}
$$

In this case, there exists a unique minimal $Q S D$, given by the formula

$$
\begin{equation*}
\nu_{c r}(x)=\frac{e^{\lambda_{c r}}-1}{E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]}, x \in S \tag{2.2}
\end{equation*}
$$

2. If, in addition to (2.1),

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda_{c r} \tau_{x}\right) \tau_{x}, \tau_{x}<\tau_{\Delta}\right]<\infty \text { for some } x \in S \tag{2.3}
\end{equation*}
$$

and $p$ is aperiodic, then (1.4) holds for any finitely supported $\mu$, with $\nu=\nu_{c r}$.

As mentioned below Definition $1.2 \lambda_{c r}$ is in the infinite MGF regime if and only if $p$ is $R$-recurrent with $R=e^{\lambda_{c r}} \sqrt{8} \sqrt{9}$. In this regime, $p$ is called $R$ recurrent if (2.3) holds, and under this additional assumption, Theorem D of [8] provides an infinite dimensional version of Perron-Frobenius: existence of unique (up to scalar multiples) of left and right eigenvectors for $p$ with eigenvalue $1 / R$, as well as convergence. However, $R$-positive recurrence does not imply the existence of a QSD as, in general, the left eigenvector cannot be normalized to a probability measure. The main result of 9 gives conditions that imply $R$-positive recurrence with a left eigenvector, which is a minimal QSD and convergence results. Nevertheless, in the infinite MGF regime, $R$-positive recurrence is not necessary for the existence of a minimal QSD, see Proposition 8.2 Moreover, minimal QSDs also exist in the finite MGF regime, see Proposition 8.1 and Theorem 8.1.

Next, we provide a condition equivalent to (2.1), which may be easier to verify directly in some cases. For $K \subsetneq S$, define the hitting time

$$
\begin{equation*}
\tau_{K}=\inf \left\{n \in \mathbb{N}: X_{n} \in K\right\} \tag{2.4}
\end{equation*}
$$

Proposition 2.1. Suppose that $K \subsetneq S$ is nonempty and finite and that for some $x \notin K$,

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{K}\right)\right]<\infty \tag{2.5}
\end{equation*}
$$

Then there exists $z \in K$ so that

$$
E_{z}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{z}\right)\right]<\infty
$$

The next result is a weak version in discrete time of the main result in 19 . The main differences are that the authors worked in continuous time, did not assume irreducibility, and gave an explicit geometric bound on the convergence rate without identifying the QSD. We expand this discussion when we present a continuous-time version, Theorem 7.2 .

Theorem 2.2. Suppose that there exists some $\bar{\lambda}>0$ and a nonempty finite $K \subsetneq S$ such that both following conditions hold:

$$
\begin{align*}
& E_{x}\left[\exp \left(\bar{\lambda} \tau_{\Delta}\right)\right]=\infty \text { for some } x \in S ;  \tag{2.6}\\
& \sup _{x \notin K} E_{x}\left[\exp \left(\bar{\lambda} \tau_{\Delta} \wedge \tau_{K}\right)\right]<\infty . \tag{2.7}
\end{align*}
$$

Then

1. $\lambda_{c r} \in(0, \bar{\lambda}], \lambda_{c r}$ is in the infinite regime, and 2.1, 2.3) and 2.5 hold.
2. There exists a unique QSD. This $Q S D$ is minimal and is given by (2.2).

If, in addition, $p$ is aperiodic and there exists some $x_{0} \in S$ and $n_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\inf _{x \in S} \frac{P_{x}\left(\tau_{x_{0}}<\tau_{\Delta}\right)}{P_{x}\left(\tau_{\Delta}>n_{0}\right)}>0 \tag{2.8}
\end{equation*}
$$

then (1.4) holds for any initial distribution $\mu$.
Proposition 2.2. Suppose $S$ is finite. Then 2.6, 2.7 and 2.8 hold with $\bar{\lambda}=\lambda_{c r}$ and $K=S-\left\{x_{0}\right\}$, where $x_{0} \in S$ is any element maximizing $S \ni x \rightarrow$ $p(x, \Delta)$.

### 2.2 Finite MGF Regime

The finite state space case is settled by Proposition 2.2. Therefore, in addition to $\mathbf{H D} \mathbf{- 1 , 2 , 3}$, in this section, we will also impose the following:

HD-0. $S$ is countably infinite.

### 2.2.1 Martin Boundary Representation

Definition 2.1. Let $\lambda>0$ be in the finite $M G F$ regime. For $x \in S$, define

1. The Green's function

$$
\begin{align*}
G^{\lambda}(x, y) & =E_{x}\left[\sum_{0 \leq s<\tau_{\Delta}} \exp (\lambda s) \delta_{y}\left(X_{s}\right)\right]  \tag{2.9}\\
& =\frac{E_{x}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]}{1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]}
\end{align*}
$$

Then $G^{\lambda}(x, \cdot)$ is a finite measure on $S$ with total mass

$$
G^{\lambda}(x, \mathbf{1})=\frac{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]-1}{e^{\lambda}-1}
$$

2. The normalized kernel $K^{\lambda}(x, \cdot)$, a probability measure on $S$ in the second variable,

$$
\begin{equation*}
K^{\lambda}(x, y)=\frac{G^{\lambda}(x, y)}{G^{\lambda}(x, \mathbf{1})}=\frac{e^{\lambda}-1}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]-1} \times \frac{E_{x}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]}{1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]} \tag{2.10}
\end{equation*}
$$

3. A sequence $\mathbf{x}=\left(x_{n}: n \in \mathbb{N}\right)$ of elements in $S$ is $\lambda$-convergent if for every $y \in S, \lim _{n \rightarrow \infty} K^{\lambda}\left(x_{n}, y\right)$ exists. If $\mathbf{x}$ is $\lambda$-convergent, we denote the limit (probability or sub-probability) measure by $K^{\lambda}(\mathbf{x}, \cdot)$.
4. A sequence $\mathbf{x}$ is $\lambda, \infty$-convergent if it is $\lambda$-convergent and $\lim _{n \rightarrow \infty} x_{n}=\infty$.

Note that any eventually constant sequence in $S$ is $\lambda$-convergent, but not $\lambda, \infty$-convergent and that due to the fact $K^{\lambda}(\cdot, \cdot) \in(0,1]$ and a diagonal argument, every unbounded sequence has a $\lambda, \infty$-convergent subsequence.

Definition 2.2 (Martin Compactification).

1. The $\lambda, \infty$-convergent sequences $\mathbf{x}$ and $\mathbf{x}^{\prime}$ are $\lambda$-equivalent if $K^{\lambda}(\mathbf{x}, \cdot)=$ $K^{\lambda}\left(\mathbf{x}^{\prime}, \cdot\right)$, writing $[\mathbf{x}]$ for the equivalence class and $K^{\lambda}([\mathbf{x}], \cdot)$ for $K^{\lambda}(\mathbf{x}, \cdot)$.
2. The Martin Boundary $\partial^{\lambda} M$ is the set of equivalence classes of $\lambda, \infty-$ convergent sequences.
3. Define the metric $\rho^{\lambda}$ on $M^{\lambda}=S \cup \partial^{\lambda} M$ as follows:

$$
\rho^{\lambda}(a, b)=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left(\left|\delta_{a, n}-\delta_{b, n}\right|+d\left(K^{\lambda}(a, n), K^{\lambda}(b, n)\right)\right),
$$

where $d(i, j)=\frac{|i-j|}{1+|i-j|}$.
4. Let $S^{\lambda}=\left\{[\mathbf{x}] \in \partial^{\lambda} M: K^{\lambda}([\mathbf{x}], \cdot)\right.$ is a $\left.Q S D\right\}$.

The next theorem is a Choquet-type result, stating that the metric space introduced above characterizes all QSDs through the ways the process may "come from infinity".

Theorem 2.3. Let $\lambda>0$ be in the finite MGF regime. Then, there exists a QSD with absorption parameter $\lambda$ if and only if $S^{\lambda}$ is not empty. In this case, $\mu$ is a QSD with absorption parameter $\lambda$ if and only if there exists a probability measure $\bar{F}_{\mu}$ on $\partial^{\lambda} M$ satisfying $\bar{F}\left(S^{\lambda}\right)=1$ and

$$
\mu(y)=\int K^{\lambda}([\mathbf{x}], y) d \bar{F}_{\mu}([\mathbf{x}]), y \in S
$$

Analogous results in the context of positive harmonic functions are classical results in potential theory, e.g., 23 and our proof of Theorem 2.3 is primarily based on the 23 with the appropriate changes. Nevertheless, to the best of our knowledge, the present work is the first to introduce the Martin boundary in the context of QSDs and the first attempt to characterize all QSDs in the finite moment regime.

Theorems 2.1 and 2.3 provide a complete description of all QSDs for a given Markov chain.

### 2.2.2 Conditions for Existence of QSDs

In this section, we focus on the behavior of the generating function at infinity to show sufficient conditions for the existence and the non-existence of a QSD.

Theorem 2.4. Let $\lambda>0$ be in the finite MGF regime. Then

1. If there exists $\lambda^{\prime} \in(0, \lambda)$ satisfying $\lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda^{\prime} \tau_{\Delta}\right)\right]=\infty$ then for every $\lambda, \infty$-convergent sequence $\mathbf{x}, K^{\lambda}(\mathbf{x}, \cdot)$ is a $Q S D$ with absorption parameter $\lambda$.
2. If $\sup _{x} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]<\infty$, then there are no QSDs with absorption parameter $\lambda$.

Corollary 2.1. Let

$$
\lambda_{0}=\inf \left\{\lambda \in\left(0, \lambda_{c r}\right): \lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=\infty\right\}
$$

with the convention $\inf \emptyset=\infty$. Then for every $\lambda \in\left(\lambda_{0}, \lambda_{c r}\right]$ there exists a $Q S D$ with absorption parameter $\lambda$.

Note that the corollary yields the existence of a minimal QSD, regardless of whether it is in the infinite or finite MGF regime.

A tightness argument, a key element in the proof of the first part of the theorem and the corollary, has appeared in [10]. The proof of the second part of the theorem relies on results to be developed independently in the next section.

Definition 2.3. Let $\lambda>0$ be in the finite $M G F$ regime and for $x, y \in S$ define

$$
C^{\lambda}(x, y)=\frac{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{y}<\tau_{\Delta}\right]}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]-1}
$$

With additional assumptions on $p$, the existence and uniqueness of QSDs can be obtained through analysis of $C^{\lambda}$.

Proposition 2.3. Assume that for every $y \in S$,

$$
\begin{equation*}
\sum_{z} p(z, y)<\infty \tag{2.11}
\end{equation*}
$$

Let $\lambda>0$ be in the finite MGF regime. Let $\left(x_{n}: n \in \mathbb{N}\right)$ be a sequence with $\lim _{n \rightarrow \infty} x_{n}=\infty$.

1. If $\lim \inf _{n} C^{\lambda}\left(x_{n}, y\right)>0$ for some $y \in S$, then there exists a $Q S D$ with absorption parameter $\lambda$.
2. If $\lim \inf _{n} C^{\lambda}\left(x_{n}, y\right) \geq 1$ for all $y \in S$, then there exists a unique $Q S D$ with absorption parameter $\lambda$ given by

$$
\nu(y)=\frac{e^{\lambda}-1}{E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]}
$$

Corollary 2.2. Assume that 2.11) holds. If the set $A=\{x: p(x, \Delta)>0\}$ is finite, then for every $\lambda \in\left(0, \lambda_{c r}\right)$ there exists a $Q S D$ with absorption parameter $\lambda$.

We close this section with a result connecting the Martin boundary approach Proposition 2.3 .

Corollary 2.3. Let $\lambda>0$ be in the finite $M G F$ regime and suppose that 2.11. holds. Let $[\mathbf{x}] \in \partial^{\lambda} M$. Then the following are equivalent:

1. $K^{\lambda}([\mathbf{x}], \cdot)$ satisfies 1.6 and is not identically zero.
2. There exists $y \in S$ and a sequence $\left(x_{n}: n \in \mathbb{N}\right) \in[\mathbf{x}]$ such that $\lim _{n \rightarrow \infty} C^{\lambda}\left(x_{n}, y\right)>$ 0.

Note that under the equivalent conditions in the corollary and the irreducibility of $S, K^{\lambda}([\mathbf{x}], \cdot)$ is strictly positive, and $\lim _{n \rightarrow \infty} C^{\lambda}\left(x_{n}, y\right)$ exists and is in $(0, \infty)$ for all $y \in S$ and $\left(x_{n}: n \in \mathbb{N}\right) \in[\mathbf{x}]$. Moreover, $K^{\lambda}([\mathbf{x}], \cdot)$ can be normalized to a probability measure which is then necessarily a QSD.

### 2.3 Auxiliary Results

Proposition 2.4. The family of distributions of $e^{\lambda_{c r} \tau_{\Delta}}$ under $P_{x}, x \in S$, is not uniformly integrable.

The proposition has the following immediate corollary utilizing the fact that any finite set of integrable RVs are uniformly integrable and stochastically dominated.

Corollary 2.4. 1. Suppose that $S$ is finite. Then $\lambda_{c r}$ is in the infinite regime.
2. Suppose that there exists a sequence $\left(x_{n}: n \in \mathbb{N}\right)$ of elements in $S$ and that for every $n \in \mathbb{N}$ the distribution of $\tau_{\Delta}$ under $P_{x_{n}}$ is stochastically dominated by its distribution under $P_{x_{n+1}}$. If $\lambda_{c r}$ is in the finite regime, $\lim _{n \rightarrow \infty} E_{x_{n}}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]=\infty$.

Proof of Proposition 2.4. We argue by contradiction. Suppose that
$\lim _{n \rightarrow \infty} \sup _{x \in S} E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}>n\right]=0$. Then for every $\epsilon \in(0,1)$, there exists $n_{0}$ such that $\sup _{x} E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}>n_{0}\right]<\epsilon / 2$. As a result of the Markov property, it follows that $\sup _{x} E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}>k n_{0}\right] \leq(\epsilon / 2)^{k}$. And so, for every $x \in S$,

$$
\sum_{k=0}^{\infty} \epsilon^{-k} E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}>k n_{0}\right]<\infty
$$

This implies

$$
\sum_{k=0}^{\infty} \epsilon^{-(k+1)} E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), k n_{0}<\tau_{\Delta} \leq(k+1) n_{0}\right]<\infty
$$

But when $\tau_{\Delta} \leq(k+1) n_{0}, \epsilon^{-(k+1)} \geq \epsilon^{-\tau_{\Delta} / n_{0}}$, and so we have

$$
\sum_{k=0}^{\infty} E_{x}\left[\left(\epsilon^{-1 / n_{0}} e^{\lambda_{c r}}\right)^{\tau_{\Delta}}, k n_{0}<\tau_{\Delta} \leq(k+1) n_{0}\right]<\infty
$$

That is, taking $e^{\widetilde{\lambda_{c r}}}=\epsilon^{-1 / n_{0}} e^{\lambda_{c r}}>e^{\lambda_{c r}}$, we have that $E_{x}\left[\widetilde{e^{\lambda_{c r}} \tau_{\Delta}}\right]<\infty$, contradicting the definition of $\lambda_{c r}$.

Next, we provide sufficient conditions for (2.1) to hold.
Proposition 2.5. Let $x \in S$ and suppose that at least one of the following conditions hold:

1. The probability distributions $r \rightarrow P_{x}\left(X_{r} \in \cdot \mid \tau_{\Delta} \wedge \tau_{x}>r\right)$ are tight.
2. There exists $x \in S$ such that $\inf _{y \in S} P_{y}\left(\tau_{x}<\tau_{\Delta}\right)>0$.

Then $\sup _{x} E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{x}\right)\right]<\infty$.
Note that if the set $S$ of states $z$ satisfying $p(z, \Delta)>0$ is finite, then the second condition automatically holds.

Proof of Proposition 2.5. Let $\lambda \in\left(0, \lambda_{c r}\right)$. Summing by parts, for any nonnegative bounded random variable $Z$, we have

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{x}\right) Z\right]=e^{\lambda} E_{x}[Z]+\left(e^{\lambda}-1\right) \sum_{r=1}^{\infty} e^{\lambda r} E_{x}\left[Z \mathbf{1}_{\left\{\tau_{\Delta} \wedge \tau_{x}>r\right\}}\right] \tag{2.12}
\end{equation*}
$$

By monotone convergence, this holds for any nonnegative random variable $Z$. When taking $Z=1$ we have

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{x}\right)\right]=e^{\lambda}+\left(e^{\lambda}-1\right) \sum_{r=1}^{\infty} e^{\lambda r} P_{x}\left(\tau_{\Delta} \wedge \tau_{x}>r\right) \tag{2.13}
\end{equation*}
$$

Now take

$$
Z=E_{X\left(\tau_{\Delta} \wedge \tau_{x}\right)}\left[\exp \left(\lambda^{0} \tau_{\Delta}\right)\right]
$$

The strong Markov property gives that the left-hand side of 2.12 is equal to $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]$. As for the right-hand side, from the Markov property,

$$
E_{x}\left[Z, \tau_{\Delta} \wedge \tau_{x}>r \mid \mathcal{F}_{r}\right]=\mathbf{1}_{\left\{\tau_{\Delta} \wedge \tau_{x}>r\right\}} E_{X\left(\tau_{\Delta} \wedge \tau_{x}\right)}\left[\exp \left(\lambda^{0} \tau_{\Delta}\right)\right]
$$

In our case,

$$
E_{x}\left[Z, \tau_{\Delta} \wedge \tau_{x}>r \mid \mathcal{F}_{r}\right] \geq \mathbf{1}_{\left\{\tau_{\Delta} \wedge \tau_{x}>r\right\}} P_{X(r)}\left(\tau_{x}<\tau_{\Delta}\right) E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]
$$

Therefore

$$
\begin{aligned}
E_{x}\left[Z, \tau_{\Delta} \wedge \tau_{x}>r\right] & \geq E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] E_{x}\left[\mathbf{1}_{\left\{\tau_{\Delta} \wedge \tau_{x}>r\right\}} P_{X(r)}\left(\tau_{x}<\tau_{\Delta}\right)\right] \\
& =E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] E_{x}\left[P_{X(r)}\left(\tau_{x}<\tau_{\Delta}\right) \mid \tau_{\Delta} \wedge \tau_{x}>r\right] P_{x}\left(\tau_{\Delta} \wedge \tau_{x}>r\right)
\end{aligned}
$$

Assuming the first condition, the tightness condition. For every $\epsilon>0$ there exists some finite set $K_{\epsilon}$ such that $P\left(X(r) \in K_{\epsilon} \mid \tau_{\Delta} \wedge \tau_{x}>r\right) \geq(1-\epsilon)$. Let $c_{2}=c_{2}(\epsilon)=\min _{y \in K_{\epsilon}} P_{y}\left(\tau_{x}<\tau_{\Delta}\right)>0$. Therefore, we have that

$$
\begin{equation*}
E_{x}\left[P_{X(r)}\left(\tau_{x}<\tau_{\Delta}\right) \mid \tau_{\Delta} \wedge \tau_{x}>r\right] \geq c_{1} \tag{2.14}
\end{equation*}
$$

where $c_{1}=(1-\epsilon) c_{2}$. If we assume the second condition instead, then we can use the infimum in the condition as $c_{1}$ in (2.14). Thus, under either condition, we have

$$
\begin{aligned}
E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] & \geq e^{\lambda} E_{x}\left[E_{X\left(\tau_{\Delta} \wedge \tau_{x}\right)}\left[\exp \left(\lambda^{0} \tau_{\Delta}\right)\right]\right]+c_{1} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]\left(e^{\lambda}-1\right) \sum_{r=1}^{\infty} e^{\lambda r} P_{x}\left(\tau_{\Delta} \wedge \tau_{x}>r\right) \\
& \stackrel{2.13}{=} e^{\lambda} E_{x}\left[E_{X\left(\tau_{\Delta} \wedge \tau_{x}\right)}\left[\exp \left(\lambda^{0} \tau_{\Delta}\right)\right]\right]+c_{1} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]\left(E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{x}\right)\right]-e^{\lambda}\right) \\
& \geq c_{1} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]\left(E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{x}\right)\right]-e^{\lambda}\right)
\end{aligned}
$$

Divide both sides by $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]$ to obtain the bound

$$
E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{x}\right)\right] \leq e^{\lambda}+\frac{1}{c_{1}}
$$

The result now follows from monotone convergence.

## 3 Proof of the results of Section 2.1

We begin with some results we need.

### 3.1 Potential Theoretic Results

Proposition 3.1. Let $\lambda \in\left(0, \lambda_{c r}\right]$.

1. For $x \in S$ define the measure $\mu_{x}$ through

$$
\begin{align*}
\mu_{x}(y) & =E_{x}\left[\sum_{s<\tau_{x} \wedge \tau_{\Delta}} \exp (\lambda s) \delta_{y}\left(X_{s}\right)\right], y \in S \\
& =\frac{E_{x}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{x} \wedge \tau_{\Delta}\right]}{1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{x} \wedge \tau_{\Delta}\right]} \tag{3.1}
\end{align*}
$$

Then

$$
\begin{equation*}
\left(\mu_{x} p\right)(z)=e^{-\lambda} \mu_{x}(z)+e^{-\lambda} \delta_{x}(z)\left(E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]-1\right), z \in S \tag{3.2}
\end{equation*}
$$

2. For $z \in S$ define the function $h_{z}: S \rightarrow[0, \infty)$ by letting

$$
\begin{equation*}
h_{z}(x)=E_{x}\left[\exp \left(\lambda \tau_{z}\right), \tau_{z}<\tau_{\Delta}\right] \tag{3.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left(p h_{z}\right)(x)=e^{-\lambda} h_{z}(x)+p(x, z)\left(h_{z}(z)-1\right) \tag{3.4}
\end{equation*}
$$

Note that Proposition 1.2 and the irreducibility guarantee that both $\nu_{x}$ and $h_{z}$ defined in the proposition are strictly positive and finite on $S$.

Proof. For the first claim,

$$
\begin{aligned}
\mu_{x} p(z) & =\sum_{y} \sum_{s=0}^{\infty} E_{x}\left[\mathbf{1}_{\tau_{\Delta}>s} \mathbf{1}_{\tau_{x}>s} \exp (\lambda s) \delta_{y}\left(X_{s}\right)\right] p(y, z) \\
& =e^{-\lambda} \sum_{s=0}^{\infty} e^{\lambda(s+1)} E_{x}\left[\mathbf{1}_{\tau_{\Delta}>s} \mathbf{1}_{\tau_{x}>s} \delta_{z}\left(X_{s+1}\right)\right] \\
& =e^{-\lambda}\left(\mu_{x}(z)-\delta_{x}(z)+\delta_{x}(z) E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]\right) \\
& =e^{-\lambda} \mu_{x}(z)+e^{-\lambda} \delta_{x}(z)\left(E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]-1\right) .
\end{aligned}
$$

For the second claim, observe that

$$
\begin{aligned}
h_{z}(x) & =E_{x}\left[\exp \left(\lambda \tau_{z}\right), \tau_{z}<\tau_{\Delta}\right] \\
& =e^{\lambda} p(x, z)+\sum_{y \neq z} e^{\lambda} p(x, y) E_{y}\left[\exp \left(\lambda \tau_{z}\right), \tau_{z}<\tau_{\Delta}\right] \\
& =e^{\lambda} \sum_{y \in S} p(x, y) h_{z}(y)+e^{\lambda} p(x, z)\left(1-h_{z}(z)\right)
\end{aligned}
$$

### 3.2 The Reverse Chain

Suppose that $\nu$ is a QSD with absorption parameter $\lambda$. We introduce the timereversed transition function $q$ on $S$ :

$$
\begin{equation*}
q(y, x)=\nu(x) p(x, y) \frac{e^{\lambda}}{\nu(y)}, x, y \in S \tag{3.5}
\end{equation*}
$$

Note that $q$ has no absorbing states, inherits the irreducibility from $p$, and reverses the arrow of time. Write $Q ., E^{Q}$ for the probability and expectation for the Markov Chain on $S$ corresponding to the transition function $q$. We have the following simple lemma obtained from products of 3.5).

Lemma 3.1. Let $\mathbf{x}=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ be a sequence in $S$. Write $\overleftarrow{\mathbf{x}}=\left(x_{n}, x_{n-1}, \ldots, x_{0}\right)$, the reverse sequence. Then

$$
\prod_{j=0}^{n-1} p\left(x_{j}, x_{j+1}\right)=e^{-\lambda n} \frac{\nu\left(x_{n}\right)}{\nu\left(x_{0}\right)} \prod_{j=n}^{1} q\left(x_{j}, x_{j-1}\right)
$$

In particular

$$
\begin{equation*}
P_{x_{0}}\left(X_{[0, n]}=\mathbf{x}\right)=e^{-\lambda n} \frac{\nu\left(x_{n}\right)}{\nu\left(x_{0}\right)} Q_{x_{n}}\left(X_{[0, n]}=\overleftarrow{\mathbf{x}}\right) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{x_{0}}\left(X_{[0, n]}=\mathbf{x}, \tau_{\Delta}=n+1\right)=e^{-\lambda n} \frac{\nu\left(x_{n}\right) p\left(x_{n}, 0\right)}{\nu\left(x_{0}\right)} Q_{x_{n}}\left(X_{[0, n]}=\overleftarrow{\mathbf{x}}\right) . \tag{3.7}
\end{equation*}
$$

To introduce the next result, we need some additional notations. Let

$$
\begin{equation*}
I_{\nu}(x)=e^{\lambda} \sum_{z} \nu(z) p(z, \Delta) Q_{z}\left({ }^{0} \tau_{x}<\infty\right) . \tag{3.8}
\end{equation*}
$$

Proposition 3.2. Let $\nu$ be a QSD for $p$ with absorption parameter $\lambda$. Then $I_{\nu}(x) \leq e^{\lambda}-1$ and equality holds if and only if one of the following holds:

1. $q$ is recurrent.
2. There's a bijection $\sigma: S \rightarrow \mathbb{Z}_{+} \cup\{-1\}$ with $\sigma(\Delta)=-1$ and the following properties
(a) For all $x \in S, p(x, y)>0$ if $\sigma(y)=\sigma(x)-1$.
(b) For all $x \in S, p(x, y)=0$ if $\sigma(y)<\sigma(x)-1$.

A chain satisfying the latter set of conditions is also known as skip-free 11 . Such chains are the simplest to study. Complete characterization of all QSDs for such chains is given in Section 6.1.

Proof. Since $\nu(S)=1$, we have
$I_{\nu}(x) \leq e^{\lambda} \sum_{z} \nu(z) p(z, \Delta)=e^{\lambda} \sum_{z} \nu(z)\left(1-\sum_{y \neq \Delta} p(z, y)\right)=e^{\lambda}\left(1-e^{-\lambda}\right)=e^{\lambda}-1$.
The inequality in (3.9) is an equality if and only if for every $z$ with $p(z, \Delta)>0$, $Q_{z}\left({ }^{0} \tau_{x}<\infty\right)=1$. This clearly holds if $q$ is recurrent or if item 2 in the statement of the Proposition 3.2 holds. Conversely, if neither occurs, then there exists $x, z \in S$ with $p(z, \Delta)>0$ such that $Q_{z}\left({ }^{0} \tau_{x}<\infty\right)<1$.

As an application of Lemma 3.1 we have
Proposition 3.3. Let $\nu$ be a QSD for $p$ with absorption parameter $\lambda$. Then

1. $E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]=Q_{x}\left(\tau_{x}<\infty\right)$.
2. $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]=\frac{I_{\nu}(x)}{\nu(x)}$.
3. $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=\frac{I_{\nu}(x)}{\nu(x)} E_{x}^{Q}[N(x)]$ where, $N(x)=\sum_{s=0}^{\infty} \delta_{x}\left(X_{s}\right)$.
4. $E_{x}\left[\exp \left(\lambda \tau_{x}\right) \tau_{x}, \tau_{x}<\tau_{\Delta}\right]=E_{x}^{Q}\left[\tau_{x}, \tau_{x}<\infty\right]$.

Note that under the assumptions of the proposition, $q$ is recurrent if and only if $E_{x}\left[\exp \left(\lambda_{c r} \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]=1$ for some $x \in S$, and if this equality holds, it is positive recurrent if and only if $E_{x}\left[\exp \left(\lambda_{c r} \tau_{x}\right) \tau_{x}, \tau_{x}<\tau_{\Delta}\right]<\infty$ for some $x \in S$ with a stationary distribution $\pi(x)=\frac{1}{E_{x}^{o}\left[\tau_{x}\right]}=\frac{1}{E_{x}\left[\exp \left(\lambda_{c r} \tau_{x}\right) \tau_{x}, \tau_{x}<\tau_{\Delta}\right]}$ for all $x \in S$.

Proof. For $n \in \mathbb{Z}_{+}, x \in S$, let $A_{x}(n)$ be the set of paths $\mathbf{x}=\left(x_{0}, x_{1}, \cdots, x_{n}\right)$ with $x_{0}=x$. Also, let $A_{x}^{-}(n) \subset A_{x}(n)$ the subset of paths satisfying $x_{1}, \ldots, x_{n-1} \neq x$, and finally, let $A_{x, x}^{-}(n)$ be the subset of $A_{x}^{-}(n)$ consisting of paths satisfying $x_{n}=x$.

For the first assertion, using (3.5) and (3.6), for $0<i<n$ we have

$$
\begin{aligned}
E_{x}\left[\exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right] & =\sum_{n=0}^{\infty} \sum_{\mathbf{x} \in A_{x, x}^{-}(n)} e^{\lambda n} P_{x}\left(X_{[0, n]}=\mathbf{x}\right) \\
& =\sum_{n=0}^{\infty} \sum_{\mathbf{x} \in A_{x, x}^{-}(n)} Q_{x}\left(X_{[0, n]}=\overleftarrow{\mathbf{x}}\right) \\
& =Q_{x}\left(\tau_{x}<\infty\right)
\end{aligned}
$$

For the second assertion, consider $z \in S$. Using (3.7), we obtain

$$
\begin{aligned}
E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right] & =\sum_{n=0}^{\infty} \sum_{\mathbf{x} \in A_{x}^{-}(n)} e^{\lambda(n+1)} P_{x}\left(X_{[0, n]}=\mathbf{x}, \tau_{\Delta}=n+1\right) \\
& =\sum_{z \in S} \frac{e^{\lambda}}{\nu(x)} \nu(z) p(z, \Delta) Q_{z}\left({ }^{0} \tau_{x}<\infty\right) \\
& =\frac{I_{\nu}(x)}{\nu(x)}
\end{aligned}
$$

For the third assertion, using 3.7 for $z \in S$

$$
\begin{aligned}
E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] & =\sum_{n=0}^{\infty} \sum_{\mathbf{x} \in A_{x}(n)} e^{\lambda(n+1)} P_{x}\left(X_{[0, n]}=\mathbf{x}, \tau_{\Delta}=n+1\right) \\
& =\sum_{z \in S} \frac{e^{\lambda}}{\nu(x)} \nu(z) p(z, \Delta) Q_{z}\left(x_{0}=x\right) \\
& =\sum_{z \in S} \frac{e^{\lambda}}{\nu(x)} \nu(z) p(z, \Delta) Q_{z}\left({ }^{0} \tau_{x}<\infty\right) E_{x}^{Q}[N(x)] \\
& =\frac{I_{\nu}(x)}{\nu(x)} E_{x}^{Q}[N(x)]
\end{aligned}
$$

To prove the last assertion, using 3.6

$$
\begin{aligned}
E_{x}^{Q}\left[\tau_{x}, \tau_{x}<\infty\right] & =\sum_{n=1}^{\infty} n \sum_{\mathbf{x} \in A_{x, x}^{-}(n)} Q_{x}\left(X_{[0, n]}=\mathbf{x}\right) \\
& =\sum_{n=1}^{\infty} n \sum_{\mathbf{x} \in A_{x, x}^{-}(n)} e^{\lambda n} P_{x}\left(X_{[0, n]}=\mathbf{x}\right) \\
& =\sum_{n=1}^{\infty} n e^{\lambda n} \sum_{\mathbf{x} \in A_{x, x}^{-}(n)} P_{x}\left(X_{[0, n]}=\mathbf{x}\right) \\
& =E_{x}\left[\tau_{x} \exp \left(\lambda \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]
\end{aligned}
$$

Proposition 3.2 and Proposition $3.3 \mid 2$ give the following:
Corollary 3.1. Let $\nu$ be a $Q S D$ with absorption parameter $\lambda$. Then for all $x \in S$

$$
\begin{equation*}
\nu(x)=\frac{I_{\nu}(x)}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]} \leq \frac{e^{\lambda}-1}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]} \tag{3.10}
\end{equation*}
$$

The transition function $q$ may be useful in the study of convergence to a specific QSD. Indeed, if $\nu$ is a QSD with absorption parameter $\lambda$ and $q$ is the transition function for the reverse process as defined in (3.5), then for any probability measure $\mu$ on $S$ and any $y \in S$

$$
P_{\mu}\left(X_{n}=y\right)=e^{-\lambda n} \nu(y) E_{y}^{Q}\left[\frac{\mu}{\nu}\left(X_{n}\right)\right]
$$

This implies

$$
\begin{equation*}
P_{\mu}\left(X_{n}=y \mid \tau_{\Delta}>n\right)=\nu(y) \frac{E_{y}^{Q}\left[\frac{\mu}{\nu}\left(X_{n}\right)\right]}{E_{\nu}^{Q}\left[\frac{\mu}{\nu}\left(X_{n}\right)\right]} \tag{3.11}
\end{equation*}
$$

Corollary 3.2. Suppose that $\mu$ is a probability measure satisfying $\sup _{y \in S} \frac{\mu}{\nu}(y)<$ $\infty$. Then, each of the conditions below implies

$$
\lim _{n \rightarrow \infty} P_{\mu}\left(X_{n} \in \cdot \mid \tau_{\Delta}>n\right)=\nu(y)
$$

1. $q$ is positive recurrent and aperiodic.
2. $q$ is transient and $\lim _{y \rightarrow \infty} \frac{\nu}{\mu}(y)$ exists and is strictly positive.

Of course, both parts of the corollary follow from 3.10. The first part is a straightforward application of the ergodic theorem for positive recurrent and aperiodic Markov chains, e.g., 29, Chapter 3], and the second is a trivial application of the transience assumption.

### 3.3 Proof of Theorem 2.1

Uniqueness and necessity. Suppose first that $\nu$ is a minimal QSD. We construct the reverse chain corresponding to (3.5). Proposition 3.33 gives that for every $x \in S, \infty=E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=\frac{I_{\nu}(x)}{\nu(x)} E_{x}^{Q}[N(x)]$. The ratio on the righthand side is finite due to (3.9), and so $E_{x}^{Q}[N(x)]$, the expected number of visits to $x$ by the reverse chain, is infinite. As a result, $q$ is recurrent. Proposition $3.2-1$ then gives $I_{\nu}(x)=e^{\lambda_{c r}}-1$, and then Proposition 3.3 2 2 gives the representation 2.2) for $\nu$. This proves the uniqueness of a minimal QSD and also implies (2.1) due to Proposition 1.2 .
Existence and sufficiency. Suppose that (2.1) holds. Then by Proposition 1.2 $\overline{E_{x}}\left[\exp \left(\lambda_{c r} \tau_{x}\right), \tau_{x}<\tau_{\Delta}\right]=1$, and therefore the measure $\mu_{x}$ from Proposition 3.1 with $\lambda=\lambda_{c r}$ satisfies (1.6). Since $\mu_{x}(S)=\frac{E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{x}\right)\right]-1}{e^{\lambda_{c r}}-1}, \mu_{x}$ can be normalized to a probability measure we denote by $\bar{\mu}_{x}$. Proposition 1.1 implies that $\bar{\mu}_{x}$ is a minimal QSD.
Convergence. Since $q$ is already recurrent, the additional assumption 2.3 and Proposition 1.24 give that $q$ is positive recurrent. And then, we apply the first part of Corollary 3.2.

### 3.4 Proof of Proposition 2.1

The statement is trivial when $|K|=1$. We will show that if $|K| \geq 2$, there exists $x_{0} \in K$ so that

$$
\begin{equation*}
E_{x_{0}}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{K-\left\{x_{0}\right\}}\right)\right]<\infty, \tag{3.12}
\end{equation*}
$$

and so by iterating, we can eventually reduce to the case $|K|=1$. We, therefore, turn to prove (3.12). For $\lambda<\lambda_{c r}$ and $x \in S$,

$$
\begin{aligned}
\infty>E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]= & E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{K}<\tau_{\Delta}\right\}}\right] E_{X\left(\tau_{K}\right)}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] \\
& +E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{\Delta}<\tau_{K}\right\}}\right] .
\end{aligned}
$$

Let $v_{m}(\lambda)$ denote the minimum of the lefthand side over $x \in K$, and let $x=x_{m} \in K$ be a minimizer. Then,

$$
v_{m}(\lambda) \geq E_{x_{m}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{K}<\tau_{\Delta}\right\}}\right] v_{m}(\lambda),
$$

and therefore $E_{x_{m}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{K}<\tau_{\Delta}\right\}}\right] \leq 1$. Let $\lambda \nearrow \lambda_{c r}$ along any sequence $\left(\lambda_{n}: n \in \mathbb{N}\right)$. Then there is a subsequence, which we also denote by $\left(\lambda_{n}: n \in \mathbb{N}\right.$ ) so that $\nu_{m}\left(\lambda_{n}\right)$ is constant. The Monotone Convergence Theorem then yields that for some $x_{m} \in K$,

$$
E_{x_{m}}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{K}<\tau_{\Delta}\right\}}\right] \leq 1 .
$$

Note that this is a version of Proposition 1.2 but with the singleton replaced by a finite set. Consider any shortest path from $x_{m}$ to $x \in K-\left\{x_{m}\right\}$ which does
not return to $x_{m}$. Since each such path has a positive probability under $P_{x_{m}}$, it follows that $P_{x_{m}}\left(\tau_{x_{m}}=\tau_{K}, \tau_{K}<\tau_{\Delta}\right)<P_{x_{m}}\left(\tau_{K}<\tau_{\Delta}\right)$. With this, we have

$$
\rho_{m}=E_{x_{m}}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{x_{m}}=\tau_{\Delta} \wedge \tau_{K}\right\}}\right]<1
$$

For $\lambda<\lambda_{c r}$ the strong Markov property gives

$$
\begin{aligned}
\infty>E_{x_{m}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K-\left\{x_{m}\right\}}\right)\right]= & \rho_{m} E_{x_{m}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K-\left\{x_{m}\right\}}\right)\right] \\
& \left.+E_{x_{m}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{x_{m}}>\tau_{\Delta} \wedge \tau_{K}\right.}\right\}\right]
\end{aligned}
$$

Therefore

$$
\begin{aligned}
E_{x_{m}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K-\left\{x_{m}\right\}}\right)\right] & \leq \frac{\left.E_{x_{m}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{K}\right) \mathbf{1}_{\left\{\tau_{x_{m}}>\tau_{\Delta} \wedge \tau_{K}\right.}\right\}\right]}{1-\rho_{m}} \\
& \leq \frac{E_{x_{m}}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{K}\right)\right]}{1-\rho_{m}}
\end{aligned}
$$

The result follows by applying the monotone convergence theorem on the lefthand side.

### 3.5 Proof of Theorem 2.2 and Proposition 2.2

We begin by presenting a sufficient condition for $\lambda_{c r}$ to be in the infinite MGF regime.

Proposition 3.4. Suppose that $K \subsetneq S$ is nonempty and finite and that for some $\bar{\lambda}>\lambda_{c r}$

$$
\begin{equation*}
\sup _{x} E_{x}\left[\exp \left(\bar{\lambda} \tau_{\Delta} \wedge \tau_{K}\right)\right]<\infty . \tag{3.13}
\end{equation*}
$$

Then $\lambda_{c r}$ is in the infinite MGF regime.
Proof. We argue by contradiction assuming $E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]<\infty$ for all $x \in S$. For $x \in S$, let $T_{1}(x)$ be a random variable whose distribution is the same as $\tau_{\Delta} \wedge \tau_{K}$ under $P_{x}$ and let $T_{2}$ be independent of $T_{1}(x)$ and equal to the sum of $|K|$, independent random variables $\left(T_{1, k}: k \in K\right)$ with $T_{1, k}$ are distributed according to $\tau_{\Delta}$ under $P_{k}$. Then the distribution of $\tau_{\Delta}$ under $P_{x}$ is stochastically dominated by $T_{1}(x)+T_{2}$. Therefore

$$
\begin{aligned}
E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right) \mathbf{1}_{\tau_{\Delta}>2 n}\right] \leq & E\left[\exp \left(\lambda_{c r}\left(T_{1}(x)+T_{2}\right)\right), T_{1}(x)+T_{2}>2 n\right] \\
\leq & E\left[\exp \left(\lambda_{c r}\left(T_{1}(x)+T_{2}\right)\right)\left(\mathbf{1}_{\left\{T_{1}(x)>n\right\}}+\mathbf{1}_{\left\{T_{2}>n\right\}}\right)\right] \\
\leq & E\left[\exp \left(\lambda_{c r} T_{2}\right)\right] E_{x}\left[\exp \left(\lambda_{c r} T_{1}(x)\right), T_{1}(x)>n\right] \\
& +E\left[\exp \left(\lambda_{c r} T_{1}(x)\right)\right] E_{x}\left[\exp \left(\lambda_{c r} T_{2}\right), T_{2}>n\right] \\
= & (*),
\end{aligned}
$$

with all expectations on the righthand side being finite. Let $\delta=\bar{\lambda}-\lambda_{c r}$. Then on the event $\left\{T_{1}(x)>n\right\}$

$$
\exp \left(\lambda_{c r} T_{1}(x)\right)=\exp \left(\bar{\lambda} T_{1}(x)\right) \exp \left(-\delta T_{1}(x)\right) \leq \exp \left(\bar{\lambda} T_{1}(x)\right) e^{-\delta n}
$$

Therefore

$$
E\left[\exp \left(\lambda_{c r} T_{1}(x)\right), T_{1}(x)>n\right] \leq E\left[\exp \left(\bar{\lambda} T_{1}(x)\right)\right] e^{-\delta n} \leq c_{1} e^{-\delta n}
$$

where $c_{1}<\infty$ is the supremum in 3.13). Then,

$$
(*) \leq E\left[\exp \left(\lambda_{c r} T_{2}\right)\right] c_{1} e^{-\delta n}+c_{1} E\left[\exp \left(\lambda_{c r} T_{2}\right), T_{2}>n\right] .
$$

This upper bound is independent of $x$ and tends to 0 as $n \rightarrow \infty$. Thus the the distributions of $e^{\lambda_{c r} \tau_{\Delta}}$ under $P_{x}$ as $x$ ranges over $S$ is uniformly integrable, which is in contradiction to Proposition 2.4.

Proof of Theorem 2.2. We first show that $\lambda_{c r}$ is in the infinite MGF regime. From (2.6) we learn that $\lambda_{c r} \leq \bar{\lambda}$. If an equality holds, then $\lambda_{c r}$ is in the infinite MGF regime. Otherwise, $\lambda_{c r}<\bar{\lambda}$, and the claim follows from Proposition 3.4.

With this, Proposition 2.1 guarantees that both conditions of Theorem 2.1 hold and therefore, there exists a unique minimal QSD $\nu$, given by 2.2 . However, the assumptions yield more.

Let $z \in K$ be as in Proposition 2.1, and define $h(x)=h_{z}(x)=E_{x}\left[\exp \left(\lambda_{c r} \tau_{z}\right), \tau_{z}<\right.$ $\tau_{\Delta}$ ]. Proposition 1.2 implies that $h(z)=1$, and therefore Proposition 3.1 gives

$$
\begin{equation*}
p h=e^{-\lambda_{c r}} h \tag{3.14}
\end{equation*}
$$

We show that $h$ is also bounded. Indeed, for every $x \in S$,

$$
h(x) \leq E_{x}\left[\exp \left(\lambda_{c r} \tau_{K}\right), \tau_{K}<\tau_{\Delta}\right] \max _{x \in K} h(x)<\infty
$$

Therefore, $\nu h$ can be normalized to be a probability measure. Let $\bar{h}=h /\left(\sum_{x} \nu h\right)$ and let $\pi=\nu \bar{h}$ be a probability measure. Let $p^{h}$ be the kernel on $S$ defined by

$$
p^{h}(x, y)=\frac{e^{\lambda_{c r}}}{h(x)} p(x, y) h(y)
$$

Then (3.14) guarantees that $p^{h}$ is a transition function on $S$. Moreover,

$$
\pi p^{h}=e^{\lambda_{c r}} \nu \frac{\bar{h}}{h} p h=\nu \bar{h}=\pi
$$

and therefore $p$ is positive recurrent and $\pi$ is its stationary distribution. A similar calculation shows that $q$ is positive recurrent, and therefore Proposition $3.3 \mid 4$ guarantees that the condition $(2.3)$ holds.

To show that no other QSD exists, note that if $\nu^{\prime}$ is a QSD with survival parameter $\lambda \leq \lambda_{c r}$, then

$$
\sum_{x, y}\left(\nu^{\prime} h\right)(x) p^{h}(x, y)=\sum_{x} \nu^{\prime}(x) p(x, y) h(y)
$$

and the sum is finite because $\nu^{\prime} h$ is a finite measure. Summing over $x$ first yields $e^{-\lambda} \sum_{x} \nu^{\prime}(y) h(y)$, while summing over $y$ first yields $e^{-\lambda_{c r}} \sum_{x} \nu^{\prime}(x) h(x)$. Therefore, $\lambda=\lambda_{c r}$ and the claim follows.

It remains to prove the convergence result. From the construction of $p^{h}$ we have that for any initial distribution $\mu$,

$$
\begin{equation*}
P_{\mu}\left(X_{n}=y \mid \tau_{\Delta}>n\right)=\frac{\sum_{x \in S} \mu(x) h(x) P_{x}^{h}\left(X_{n}=y\right) / h(y)}{\sum_{x \in S} \mu(x) h(x) E_{x}^{h}\left[\frac{1}{h\left(X_{n}\right)}\right]}=\frac{1}{h(y)} \frac{P_{\bar{\mu}}^{h}\left(X_{n}=y\right)}{E_{\bar{\mu}}^{h}\left[\frac{1}{h\left(X_{n}\right)}\right]}, \tag{3.15}
\end{equation*}
$$

where $\bar{\mu}$ is the probability measure and $\bar{\mu}(x)=(\mu h)(x) / \sum_{y}(\mu h)(y)$.
Next, from 3.14 we conclude that $\left(e^{\lambda_{c r} n} h\left(X_{n}\right) \boldsymbol{1}_{\left\{\tau_{\Delta}>n\right\}}: n \in \mathbb{Z}_{+}\right)$is a martingale. In particular, for every $n \in \mathbb{Z}_{+}$,

$$
h(x)=E_{x}\left[\exp \left(\lambda_{c r} \tau_{x_{0}} \wedge n\right) h\left(X_{\tau_{x_{0}} \wedge n}\right), \tau_{x_{0}} \wedge n<\tau_{\Delta}\right] .
$$

As $h$ is bounded, and so is the mapping $x \rightarrow E_{x}\left[\exp \left(\lambda_{c r} \tau_{x_{0}}\right), \tau_{x_{0}}<\tau_{\Delta}\right]$ (this function is equal to 1 at $x_{0}$ because $q$ is recurrent, and is bounded by the same argument leading to the boundedness of $h$ ), it follows from the monotone convergence theorem that we can take $n \rightarrow \infty$ and obtain

$$
h(x)=E_{x}\left[\exp \left(\lambda_{c r} \tau_{x_{0}}\right), \tau_{x_{0}}<\tau_{\Delta}\right] h\left(x_{0}\right)
$$

In particular, $h(x) \geq P_{x}\left(\tau_{x_{0}}<\tau_{\Delta}\right) h\left(x_{0}\right)$, and then the condition 2.8 implies that for some constant $c>0$, depending only on $x_{0}$ and $n_{0}, h(x) \geq c \overline{P_{x}}\left(\tau_{\Delta}>n_{0}\right)$ for all $x \in S$. Equivalently, $l(x)=E_{x}^{h}\left[\frac{1}{h\left(X_{n_{0}}\right)}\right] \leq c^{-1}$. Because this function is bounded, we can use the Markov property and the ergodic theorem for positive recurrent aperiodic Markov chains to conclude that

$$
\lim _{n \rightarrow \infty} E_{\bar{\mu}}^{h}\left[\frac{1}{h\left(X_{n}\right)}\right]=\lim _{n \rightarrow \infty} E_{\bar{\mu}}^{h}\left[l\left(X_{n-n_{0}}\right)\right]=\sum_{x} \pi(x) l(x)
$$

By iterating the stationarity of $\pi$, the righthand side is equal to $\sum_{x} \pi(x) / h(x)=$ $\sum_{x} \nu(x) \bar{h}(x) / h(x)=\bar{h}(y) / h(y)$ (the righthand side is a constant independent of $y)$. The ergodic theorem also gives $\lim _{n \rightarrow \infty} P_{\bar{\mu}}^{h}\left(X_{n}=y\right)=\pi(y)$. Therefore, the limit as $n \rightarrow \infty$ of the righthand side of 3.15 is $\frac{\pi(y)}{h(y) h(y) / h(y)}=\nu(y)$, completing the proof.

Proof of Proposition 2.2. We omit the trivial case $|S|=1$ and assume $|S| \geq 2$.
Since $S$ is finite and irreducible, (2.8) automatically holds for every $n$ and $x_{0} \in S$.

Because any finite set of integrable RVs is uniformly integrable, Proposition 2.4 implies $E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]=\infty$ for some $x \in S$ (and therefore for all $x \in S$ ). This gives 2.6).

Next, since $S$ is irreducible, there exists $y_{0} \in S$ different from $x_{0}$ such that $p\left(x_{0}, y_{0}\right)>0$. In particular $1-p\left(x_{0}, \Delta\right) \geq p\left(x_{0}, x_{0}\right)+p\left(x_{0}, y_{0}\right)>p\left(x_{0}, x_{0}\right)$. The choice of $x$ guarantees $P_{x}\left(\tau_{\Delta}>n\right) \geq\left(1-p\left(x_{0}, \Delta\right)\right)^{n} \geq\left(p\left(x_{0}, x_{0}\right)+\right.$ $\left.p\left(x_{0}, y_{0}\right)\right)^{n}$. Since for any $\lambda<\lambda_{c r}, \sum_{n=0}^{\infty} e^{\lambda n} P_{x}\left(\tau_{\Delta}>n\right)$ is finite, it follows that $e^{\lambda_{c r}}\left(p\left(x_{0}, x_{0}\right)+p\left(x_{0}, y_{0}\right)\right) \leq 1$, and in particular, $p\left(x_{0}, x_{0}\right) e^{\lambda_{c r}}<1$. Moreover,

$$
P_{x_{0}}\left(\tau_{\Delta} \wedge \tau_{K}>n\right)=p\left(x_{0}, x_{0}\right)^{n}
$$

and because $p\left(x_{0}, x_{0}\right) e^{\lambda_{c r}}<1$, the series $\sum_{n=0}^{\infty} e^{\lambda_{c r} n} P_{x_{0}}\left(\tau_{\Delta} \wedge \tau_{K}>n\right)$ converges, which gives $E_{x_{0}}\left[\exp \left(\lambda_{c r} \tau_{\Delta} \wedge \tau_{K}\right)\right]<\infty$. Thus, 2.7) holds.

## 4 Proof of the Results of Section $\mathbf{2 . 2 . 1}$

Classically, Martin Boundary theory provides a compactification of the state space of a transient Markov Chain through a set of positive harmonic functions. These functions describe the tail of the chain: under the new topology, the chain converges almost surely, with the limit viewed as where the process "exits" the state space. The books by Woess 29 and by Kemeny, Snell, and Knapp 16 are good sources for additional details on Martin boundary theory. In our work, we borrow the ideas and first construct a similar compactification of the state space, then apply analysis similar to the work by Sawyer 23.

Proposition 4.1. Let $\lambda>0$ be in the finite $M G F$ regime. Let $M^{\lambda}$ and $\rho^{\lambda}$ be as in Definition 2.2. Then $\left(M^{\lambda}, \rho^{\lambda}\right)$ is a compact metric space.

Proof. It is enough to show that every sequence $\left(x_{n}: n \in \mathbb{N}\right)$ in this space has a convergent subsequence. Indeed, either

1. Some elements in $S$ or in $\partial^{\lambda} M$ appear infinitely often; or
2. Every element in $S$ appears finitely often, and so does every element in $\partial^{\lambda} M$. Here, at least one of the two alternatives holds:
(a) There exists a subsequence we also denote by $\left(x_{n}: n \in \mathbb{N}\right)$ consisting entirely of elements in $S$ and satisfying $\lim _{n \rightarrow \infty} x_{n}=\infty$.
(b) There exists a subsequenence we also denote by $\left(x_{n}: n \in \mathbb{N}\right)$ consisting entirely of elements in $\partial^{\lambda} M$.

In case 1, we have a constant subsequence with an obvious limit. In case 2, we proceed according to the subcases. The case 2 (a) clearly has a $\lambda, \infty$-convergent subsequence with a limit in $\partial^{\lambda} M$. To treat 2 (b), for each $n$, let $\bar{x}_{n}$ be an element in $S$ satisfying $\rho^{\lambda}\left(\bar{x}_{n}, x_{n}\right)<2^{-n}$. Without loss of generality, we may assume $\lim _{n \rightarrow \infty} \bar{x}_{n}=\infty$. Clearly it has a convergent subsequence ( $\bar{x}_{n_{k}}: k \in \mathbb{N}$ ) with limit $[\mathbf{x}]$ in $\partial^{\lambda} M$. By the triangle inequality, $\rho^{\lambda}\left(x_{n_{k}},[\mathbf{x}]\right) \rightarrow 0$.

Proof of Theorem 2.3. Let $\mathcal{M}^{\lambda}=\left\{\mu: S \rightarrow[0, \infty): \mu p \leq e^{-\lambda} \mu\right\}$. For any $\mu \in \mathcal{M}^{\lambda}$ and $n \in \mathbb{N}$

$$
\mu=\mu-\mu\left(e^{\lambda} p\right)^{n}+\mu\left(e^{\lambda} p\right)^{n} .
$$

The difference on the right is equal to $\mu\left(I-e^{\lambda} p\right)\left(I+\left(e^{\lambda} p\right)+\cdots+\left(e^{\lambda} p\right)^{n-1}\right)$ and therefore increases pointwise as $n \rightarrow \infty$ to

$$
\sum_{x}\left(\mu\left(I-e^{\lambda} p\right)\right)(x) G^{\lambda}(x, y)=\sum_{x}\left(\mu\left(I-e^{\lambda} p\right)\right)(x) G^{\lambda}(x, \mathbf{1}) K^{\lambda}(x, y)
$$

The second term decreases pointwise to a limit we denote by $\mu_{\infty}$, which satisfies $\mu_{\infty}\left(e^{\lambda} p\right)=\mu_{\infty}$. Thus, letting $f_{\mu}(x)=\mu\left(I-e^{\lambda} p\right)(x) G^{\lambda}(x, \mathbf{1})$ we have

$$
\mu(y)=\sum_{x \in \mathbb{N}} f_{\mu}(x) K^{\lambda}(x, y)+\mu_{\infty}(y), y \in S
$$

We say that $\mu \in \mathcal{M}^{\lambda}$ is a potential if it has a representation of the form

$$
\mu(y)=\sum_{x \in S} f_{\mu}(x) K^{\lambda}(x, y)
$$

for some nonnegative $f_{\mu}$ which is not identically zero. Thus, we proved that every $\mu \in \mathcal{M}^{\lambda}$ is a sum of a potential and a function $\mu_{\infty}$ satisfying $\sum_{y \in S} \mu_{\infty}(y) \in$ $[0, \infty]$.

The first sum is an integral with respect to a Borel measure on the compact metric space $S \cup \partial^{\lambda} M$ :

$$
\mu(y)=\int_{S \cup \partial^{\lambda} M} K^{\lambda}(x, y) d F_{\mu}(x)
$$

Where $F_{\mu}$ is absolutely continuous with respect to the counting measure on $\mathbb{N}$. Since $K^{\lambda}(x, \mathbf{1})=1$ for every $x \in S$, it follows that $F_{\mu}(\mathbf{1})=\mu(\mathbf{1})$.

Let $\mu \in \mathcal{M}^{\lambda}$. If $\mu\left(e^{\lambda} p\right)^{n} \rightarrow 0$, then $\mu_{\infty}=0$ and $\mu$ is a potential. Conversely, if $\mu$ is a potential, then

$$
\mu(y)=\sum_{t=0}^{\infty}\left(g_{\mu}\left(e^{\lambda} p\right)^{t}\right)(y)
$$

a convergent series. For every $n \in \mathbb{N},\left(\mu\left(e^{\lambda} p\right)^{n}\right)(y)=\sum_{t=n}^{\infty}\left(g_{\mu}\left(e^{\lambda} p\right)^{t}\right)(y)$ which decreases pointwise to 0 as $n \rightarrow \infty$, as it is the tail of a convergent series.

Next, let $\mu, \mu^{\prime} \in M^{\lambda}$. Then $\left(\mu \wedge \mu^{\prime}\right) p \leq(\mu p) \wedge\left(\mu^{\prime} p\right) \leq e^{-\lambda}\left(\mu \wedge \mu^{\prime}\right)$ and so $\mu \wedge \mu^{\prime} \in \mathcal{M}^{\lambda}$. Moreover, if $\mu^{\prime}$ is a potential, it follows that

$$
\left(\mu \wedge \mu^{\prime}\right)\left(e^{\lambda} p\right)^{n} \leq \mu^{\prime}\left(e^{\lambda} p\right)^{n} \rightarrow 0
$$

and so $\mu \wedge \mu^{\prime}$ is a potential.
Next, let $\mu$ be a QSD with absorption parameter $\lambda$. Let $D_{n}=\{1, \ldots, n\}$, and let $\mu_{n}=\mu \wedge K^{\lambda}\left(n \mathbf{1}_{D_{n}}, \cdot\right)$. Clearly, $\mu_{n} \nearrow \mu$, and $\mu_{n}$ is a potential. Therefore,

$$
\mu_{n}(y)=\int_{S \cup \partial^{\lambda} M} K^{\lambda}(x, y) d F_{n}(x)
$$

for some Borel measure $F_{n}$ on $M^{\lambda}$ supported on $\mathbb{N}$. Also, $F_{n}(\mathbf{1})=\mu_{n}(\mathbf{1}) ~ \nearrow$ $\mu(\mathbf{1})=1$. Without loss of generality we may assume $F_{n}(\mathbf{1})>0$, and therefore normalize $F_{n}$ to be a probability measure by letting $\bar{F}_{n}=F_{n} / F_{n}(\mathbf{1})$,

$$
\mu_{n}=F_{n}(\mathbf{1}) \int_{S \cup \partial^{\lambda} M} K^{\lambda}(x, y) d \bar{F}_{n}(x)
$$

As Borel probability measures on a compact metric space, $\left(\bar{F}_{n}: n \in N\right)$ contains a weakly convergent subsequence. Let $\bar{F}$ denote the limit. Then we have

$$
\mu(y)=\int_{S \cup \partial^{\lambda} M} K^{\lambda}(x, y) d \bar{F}(x)
$$

Since $\mu$ and $\bar{F}$ are both probability measures,

$$
1=\mu(\mathbf{1})=\int K^{\lambda}(x, \mathbf{1}) d \bar{F}(x) \leq \bar{F}\left(M^{\lambda}\right)=1
$$

Since $K^{\lambda}(x, \mathbf{1}) \leq 1$ for all $x \in M^{\lambda}$, we have that

$$
\bar{F}\left(\left\{x: K^{\lambda}(x, \mathbf{1})<1\right\}\right)=0 .
$$

Next, since

$$
0=\mu-\mu\left(e^{\lambda} p\right)=\int_{S \cup \partial^{\lambda} M}\left(K^{\lambda}(x, \cdot)\left(I-e^{\lambda} p\right)\right)(y) d \bar{F}(x)
$$

and so,

$$
\bar{F}\left(\left\{x:\left(K^{\lambda}(x, \cdot)\left(I-e^{\lambda} p\right)\right)(y)>0 \text { for some } y \in S\right\}\right)=0
$$

Since by definition for $\left.x \in S, K^{\lambda}(x, \cdot)\left(I-e^{\lambda} p\right)\right)(x)>0$ it follows that

$$
\bar{F}\left(\left\{[\mathbf{x}] \in \partial^{\lambda} M: K^{\lambda}([\mathbf{x}], \cdot) \text { is a } \mathrm{QSD}\right\}\right)=1
$$

## 5 Proof of the Results of Section 2.2 .2

### 5.1 Preliminary Results

We now present a number of results that culminate the proof of the Theorem 2.4. Suppose $\lambda>0$ in the finite MGF regime for Proposition 5.1. Corollary 5.1, and Proposition 5.2.

Proposition 5.1. Fix $x \in S$. Then

1. For every $y \in S$,

$$
\left(K^{\lambda}(x, \cdot) p\right)(y)=e^{-\lambda}\left(K^{\lambda}(x, y)-\frac{\delta_{x}(y)}{G^{\lambda}(x, \mathbf{1})}\right) .
$$

2. 

$$
\begin{equation*}
P_{K^{\lambda}(x, \cdot)}\left(\tau_{\Delta}>n\right)=\left(1-\frac{E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge n\right)-1\right]}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)-1\right]}\right) e^{-\lambda n}, n \in \mathbb{Z}_{+} \tag{5.1}
\end{equation*}
$$

Proof. The first assertion is obtained by conditioning on the first step. As for the second,

$$
\begin{aligned}
G^{\lambda}(x, \mathbf{1}) P_{K^{\lambda}(x, \cdot)}\left(\tau_{\Delta}>n\right) & =\sum_{y \in S} \sum_{s=0}^{\infty} E_{x}\left[\mathbf{1}_{\left\{s<\tau_{\Delta}\right\}} \exp (\lambda s) \delta_{y}\left(X_{s}\right)\right] P_{y}\left(\tau_{\Delta}>n\right) \\
& =\exp (-\lambda n) E_{x}\left[\sum_{s=0}^{\infty} \exp (\lambda(s+n)) \mathbf{1}_{\left\{\tau_{\Delta}>s+n\right\}}\right] \\
& =\exp (-\lambda n)\left(\sum_{s=n}^{\infty} \exp (\lambda s) E_{x}\left[\mathbf{1}_{\left\{\tau_{\Delta}>s\right\}}\right]\right) \\
& =\exp (-\lambda n)\left(G^{\lambda}(x, \mathbf{1})-E_{x}\left[\sum_{s=0}^{\left(\tau_{\Delta-1) \wedge(n-1)}\right.} \exp (\lambda s)\right]\right) \\
& =\exp (-\lambda n)\left(G^{\lambda}(x, \mathbf{1})-\frac{E_{x}\left[\exp \left(\lambda \tau_{\Delta} \wedge n\right)-1\right]}{e^{\lambda}-1}\right)
\end{aligned}
$$

The result now follows because $G^{\lambda}(x, \mathbf{1})=E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)-1\right] /\left(e^{\lambda}-1\right)$.
Corollary 5.1. Let $\mathbf{x}=\left(x_{n}: n \in \mathbb{N}\right)$ satisfy $\lim _{n \rightarrow \infty} x_{n}=\infty$. Then the distribution of $\tau_{\Delta}$ under $P_{K^{\lambda}\left(x_{n}, \cdot\right)}$ converges to $\operatorname{Geom}\left(1-e^{-\lambda}\right)$ if and only if $\lim _{n \rightarrow \infty} E_{x_{n}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=\infty$.

Proof. Suppose $\lim _{n \rightarrow \infty} E_{x_{n}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=\infty$, then from 5.1), $P_{K^{\lambda}\left(x_{n}, \cdot\right)}\left(\tau_{\Delta}>\right.$ $t) \rightarrow e^{-\lambda t}$ for every $t \in \mathbb{Z}_{+}$. Otherwise, by switching to a subsequence, we may assume that $\lim _{n \rightarrow \infty} E_{x_{n}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]$ exists and is finite. Denote this limit by $c$, and note that $c \geq e^{\lambda}>1$. Since for every $t \in \mathbb{N}, E_{x_{n}}\left[\exp \left(\lambda \tau_{\Delta} \wedge t\right)\right]-1 \geq e^{\lambda}-1$, it follows that

$$
\liminf _{n \rightarrow \infty} \frac{E_{x_{n}}\left[\exp \left(\lambda \tau_{\Delta} \wedge t\right)\right]-1}{E_{x_{n}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]-1} \geq \frac{e^{\lambda}-1}{c}>0
$$

and so by 5.1),

$$
\limsup _{n \rightarrow \infty} P_{K^{\lambda}\left(x_{n}, \cdot\right)}\left(\tau_{\Delta}>t\right) \leq\left(1-\frac{e^{\lambda}-1}{c}\right) e^{-\lambda t}
$$

Proposition 5.2. 1. Let $\mathbf{x}=\left(x_{n}: n \in \mathbb{N}\right)$ be a $\lambda, \infty$-convergent sequence. Then $\lim _{n \rightarrow \infty} K^{\lambda}\left(x_{n}, \cdot\right)$ is a $Q S D$ if and only if $\left(K^{\lambda}\left(x_{n}, \cdot\right): n \in \mathbb{N}\right)$ is tight.
2. Moreover, under the equivalent condition of part (1), $\lim _{n \rightarrow \infty} G^{\lambda}\left(x_{n}, \mathbf{1}\right)=$ $\infty$.

Proof. We begin with the first assertion. Proposition 5.1, $\lim _{n \rightarrow \infty} x_{n}=\infty$ and Fatou's lemma give

$$
\left(K^{\lambda}(\mathbf{x}, \cdot) p\right)(y) \leq e^{-\lambda} K^{\lambda}(\mathbf{x}, y)
$$

Clearly, if $K^{\lambda}(\mathbf{x}, \cdot)$ is a QSD, then $K^{\lambda}(\mathbf{x}, \mathbf{1})=1$ which implies tightness. Conversely, tightness implies $K^{\lambda}(\mathbf{x}, \mathbf{1})=1$, and the reverse inequality holds due to the argument given in the proof of Corollary 2.1. thus $K^{\lambda}(\mathbf{x}, \cdot)$ is a QSD.

It remains to show that tightness is equivalent to the reverse inequality. If the sequence is tight, then we obtain the reverse inequality repeating the argument in the proof of Corollary 2.1 with $\nu_{n}$ replaced by $K^{\lambda}\left(x_{n}, \cdot\right)$. We omit details. Conversely, if the reverse inequality holds, we turn to the second assertion. Use Proposition 5.1 and the tightness, we obtain

$$
\lim _{n \rightarrow \infty} P_{K^{\lambda}\left(x_{n}, \cdot\right)}\left(\tau_{\Delta}>t\right)=P_{K^{\lambda}(\mathbf{x}, \cdot)}\left(\tau_{\Delta}>t\right), t \in \mathbb{Z}_{+}
$$

However, as $K^{\lambda}(\mathbf{x}, \cdot)$ is a QSD with absorption parameter $\lambda$, the righthand side is $e^{-\lambda t}$. The conclusion now follows from Corollary 5.1.

We are ready to prove the theorem.

### 5.2 Proof of Theorem 2.4 and Corollary 2.1

Proof of Theorem 2.4. We prove the two assertions in the order of appearance. Without loss of generality any sequence $\mathbf{X}=\left(x_{n}: n \in \mathbb{N}\right)$ satisfying $\lim _{n \rightarrow \infty} x_{n}=\infty$ has a $\lambda, \infty$-convergent subsequence. Pick any such subsequence, abusing notation, and denote it by $\mathbf{x}$. Next,

1. This key argument appeared in [10. By assumption and Proposition 5.1.

$$
\begin{aligned}
E_{K^{\lambda}\left(x_{n}, \cdot\right)}\left[\exp \left(\lambda^{\prime} \tau_{\Delta}\right)\right] & \leq \sum_{t=0}^{\infty} e^{\lambda^{\prime} t} P_{K^{\lambda}\left(x_{n}, \cdot\right)}\left(\tau_{\Delta}>t\right) \\
& \leq \sum_{t=0}^{\infty} e^{\left(\lambda^{\prime}-\lambda\right) t} \\
& =\frac{1}{1-e^{\lambda^{\prime}-\lambda}}
\end{aligned}
$$

We denote the quantity on the righthand side by $c$. Now pick $\epsilon>0$ and a finite $K=K(\epsilon)$, such that $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]>c / \epsilon$ for all $x \in K^{c}$. The lefthand side is clearly bounded below by $K^{\lambda}\left(x_{n}, K^{c}\right) c / \epsilon$, and therefore $K^{\lambda}\left(x_{n}, K^{c}\right) \leq \epsilon$. Therefore the sequence $\left(K^{\lambda}\left(x_{n}, \cdot\right): n \in \mathbb{N}\right)$ is tight. Hence, Proposition 5.2 guarantees that $K^{\lambda}(\mathbf{x}, \cdot)$ is a QSD.
2. We will argue by contradiction utilizing the reverse process introduced in Section 3.2. Assume that $\nu$ is a QSD with absorption parameter $\lambda>0$. Rewriting 3.3-3 we obtain

$$
\nu(x) E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=I_{\nu}(x)
$$

By assumption, the lefthand side is summable, and so is the righthand side. Using the definition of $I_{\nu}(x) 3.8$ we then have

$$
\sum_{x} I_{\nu}(x)=\sum_{z \in S} \nu(z) p(z, \Delta)\left(\sum_{x} Q_{z}\left({ }^{0} \tau_{x}<\infty\right)\right)
$$

The inner summation is the expectation of the number of states the path of the reverse process visits, which is always infinite (regardless of whether $q$ is recurrent or - as in this case - transient), and since $\nu$ is strictly positive there exists at least one $z \in S$ with $p(z, \Delta)>0$, the contradiction follows.

Proof of Corollary 2.1. From Theorem 2.4, there exists a QSD with survival parameter $\lambda$ for all $\lambda \in\left(\lambda_{0}, \lambda_{c r}\right)$. What remains to be shown is then the existence of a minimal QSD. To do that, suppose $\lambda_{0}<\lambda_{n} \searrow \lambda_{c r}$ and let $\nu_{n}$ be a QSD with absorption parameter $\lambda_{n}$, whose existence is guaranteed from the theorem. Without loss of generality, we may assume that the sequence $\left(\nu_{n}(\cdot): n \in \mathbb{N}\right)$ converges pointwise to some limit. Denote this limit by $\nu$. Fatou's lemma gives

$$
\nu p \leq e^{-\lambda_{c r}} \nu
$$

To prove the reverse inequality, it is sufficient to show that $\left(\nu_{n}: n \in \mathbb{N}\right)$ is tight. Indeed, if the sequence is tight, then for any $\epsilon>0$, there exists a finite set $K$ with $\nu_{n}(K)>1-\epsilon$ for all $n$ and so

$$
e^{-\lambda_{n}} \nu_{n}(y)=\left(\nu_{n} p\right)(y)=\sum_{x \in K} \nu_{n}(x) p(x, y)+\sum_{x \in K^{c}} \nu_{n}(x) p(x, y)
$$

Denote the second sum on the righthand side by $H(y)$ and observe that $H(y) \geq 0$ and sums up to a number less than or equal to $\epsilon$ because $p$ is substochastic. From bounded convergence we then have

$$
e^{-\lambda_{c r}} \nu \leq \nu p+\epsilon,
$$

and as $\epsilon$ is arbitrary the result follows. The key to proving the tightness rests on the fact that $\tau_{\Delta} \sim \operatorname{Geom}\left(1-e^{-\lambda_{n}}\right)$ under $P_{\nu_{n}}$. As the probability of success is increasing in $n$, for any fixed $\lambda \in\left(\lambda_{0}, \lambda_{n}\right)$, the sequence of MGFs, evaluated at $\lambda, E_{\nu_{n}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]$, is decreasing. Thus,

$$
\begin{equation*}
E_{\nu_{1}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] \geq E_{\nu_{n}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] \geq \nu_{n}\left(K^{c}\right) \inf _{x \in K^{c}} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] \tag{5.2}
\end{equation*}
$$

Denote the lefthand side of $(5.2)$ by $c$. Pick $\epsilon>0$. Now use the definition of $\lambda_{0}$ to pick a finite $K=K(\epsilon)$ so that $\inf _{x \in K^{c}} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]>c / \epsilon$. This gives $\nu_{n}\left(K^{c}\right) \leq \epsilon$, establishing tightness.

### 5.3 Proof of Proposition 2.3 and Corollary 2.2

We begin by observing the following simple statements regarding $C^{\lambda}(x, y)$ defined in Definition 2.3 ,

First, by the FKG inequality 12

$$
E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{y}<\tau_{\Delta}\right] \geq E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] P_{y}\left(\tau_{y}<\tau_{\Delta}\right)
$$

while on the other hand, $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{y}<\tau_{\Delta}\right] \leq E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]$. Therefore the coefficient $C^{\lambda}(x, y)$ satisfies

$$
\begin{equation*}
\frac{P_{x}\left(\tau_{y}<\tau_{\Delta}\right)}{1-\frac{1}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]}} \leq C^{\lambda}(x, y) \leq \frac{1}{1-\frac{1}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]}} \tag{5.3}
\end{equation*}
$$

Next,

$$
\begin{align*}
K^{\lambda}(x, y) & =\frac{e^{\lambda}-1}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]-1} \times \frac{E_{x}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]}{1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]} \\
& =\left(e^{\lambda}-1\right) \frac{C^{\lambda}(x, y)}{E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{y}<\tau_{\Delta}\right]} \times \frac{E_{x}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]}{1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]}  \tag{5.4}\\
& =C^{\lambda}(x, y) \frac{e^{\lambda}-1}{E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]\left(1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]\right)} \\
& =C^{\lambda}(x, y) \frac{e^{\lambda}-1}{E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]}
\end{align*}
$$

where the second line follows directly from the definition, and in the third we canceled the expectation of $e^{\lambda \tau_{y}}$ on the event $\tau_{y}<\tau_{\Delta}$ starting from $x$ from both the numerator and the denominator.

Proof of Proposition 2.3. Recall the probability measure on $S$ defined by 2.10), denoted by $K^{\lambda}(x, \cdot)$. Without loss of generality, we assume that ( $K^{\lambda}\left(x_{n}, \cdot\right): n \in$ $\mathbb{N}$ ) converges pointwise to some limiting function $K^{\lambda}(\mathbf{x}, \cdot)$. By either condition on $S, K^{\lambda}(\mathbf{x}, \cdot)$ is not identically zero, and by Fatou's lemma $K^{\lambda}(\mathbf{x}, \mathbf{1}) \leq 1$. Next, for every $y \in S$, assumption (2.11) allows to apply the dominated convergence theorem to conclude that

$$
K^{\lambda}(\mathbf{x}, \cdot) p(y)=\lim _{n \rightarrow \infty} K^{\lambda}\left(x_{n}, \cdot\right) p(y)=e^{-\lambda} K^{\lambda}(\mathbf{x}, y)
$$

This proves the first assertion. Consider now the second assertion. Let $\nu=\frac{K^{\lambda}(\mathbf{x}, \cdot)}{K^{\lambda}(\mathbf{x}, \mathbf{1})}$. Then, $\nu$ is a QSD. Moreover, since by assumption and 5.4, $K^{\lambda}(\mathbf{x}, y) \geq \frac{e^{\lambda}-1}{E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]}$ and $K^{\lambda}(\mathbf{x}, \mathbf{1}) \leq 1$, it follows that

$$
\nu(y) \geq \frac{e^{\lambda}-1}{E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]}
$$

Yet Corollary 3.1 gives the reverse inequality. Hence, $\nu$ is given by the formula in the statement of the theorem. The uniqueness follows from the corollary too. Let $\tilde{\nu}$ be a QSD, then Corollary 3.1 gives $\tilde{\nu} \leq \nu$, and since both are probability distributions, the equality follows.

Proof of Corollary 2.2. Fix $0<\lambda<\lambda_{c r}$. Clearly for every $x \notin A, E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{A}<\right.$ $\left.\tau_{\Delta}\right]=E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]$. But $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{A}<\tau_{\Delta}\right] \leq \sum_{y \in A} E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{y}<\right.$ $\left.\tau_{\Delta}\right]$, and therefore along any subsequence tending to infinity, there exists some $y$ such that $C^{\lambda}(x, y) \geq \frac{1}{|A|}$ infinitely often, the result follows from Proposition 2.3 (1).

Proof of Corollary 2.3. Let $\left(x_{n}: n \in \mathbb{N}\right) \in[\mathbf{x}]$. First assume $K^{\lambda}([\mathbf{x}], \cdot)$ is not identically zero. Pick $y \in S$ such that $K^{\lambda}([\mathbf{x}], y)>0$. Thus, 5.4) gives $\lim _{n \rightarrow \infty} C^{\lambda}\left(x_{n}, y\right) \in(0, \infty)$.

For the converse, since by assumption $\lim _{n \rightarrow \infty} C^{\lambda}\left(x_{n}, y\right)>0$, 5.4 guarantees that $K^{\lambda}([\mathbf{x}], y)>0$. In addition, Proposition 5.1 gives

$$
\begin{equation*}
\sum_{z \in S} K^{\lambda}\left(x_{n}, z\right) p(z, y)=e^{-\lambda}\left(K^{\lambda}\left(x_{n}, y\right)-\frac{\delta_{x_{n}}(y)}{G^{\lambda}\left(x_{n}, \mathbf{1}\right)}\right) \tag{5.5}
\end{equation*}
$$

Since $K^{\lambda}(\cdot, \cdot)$ is nonnegative and bounded, the assumption 2.11) allows to invoke dominated convergence to conclude that $K^{\lambda}([\mathbf{x}], \cdot)=e^{-\lambda} K^{\lambda}([\mathbf{x}], \cdot)$. Therefore, we proved that $K^{\lambda}([\mathbf{x}], \cdot)$ is not identically zero, and satisfies 1.6$)$.

## 6 Examples

In this section, we provide several simple applications of our results.

### 6.1 Downward Skip-Free Chains

Consider a chain on $S=\mathbb{Z}_{+}$and $\Delta=\{-1\}$, with the property that for every $x \in \mathbb{Z}_{+}$, and $l \in\{1, \ldots, x+1\}$, we have $p(x, x-l)>0$ if and only if $l=1$. We will further assume that the chain satisfies Assumption HD-1, HD-2, and HD-3. Since by construction $\tau_{\Delta} \geq x$, Corollary 2.1 implies the existence of a QSD for every absorption parameter $\lambda \in\left(0, \lambda_{c r}\right]$. Moreover, Proposition $3.2 \cdot 2$ (with $\sigma$ taken as the identity) and Corollary 3.1 guarantee that for each $\lambda$ in this range, there exists a unique QSD with absorption parameter $\lambda, \nu_{\lambda}$, given by the righthand side of 3.10 . One notable case is of discrete time birth and death chains on $\mathbb{Z}_{+} \cup\{-1\}$ absorbed at -1 .

### 6.2 Generalized Cyclic Transfer

This is a concrete example of a skip-free chain and probably the simplest closedform example. This process generalizes the cyclic transfer process from 15 .

Assume $S=\mathbb{Z}_{+}$, let $q \in(0,1)$ and $\mu$ be a probability distribution on $S$ with unbounded support (if $\mu$ has finite support, all derivation in this section hold verbatim with $S=\{0,1, \ldots, \max \operatorname{Supp}(\mu)\})$. For $x \in S$, consider the transition function $p$ on $S \cup\{\Delta\}$ illustrated in Figure 1 and given by

$$
\begin{cases}p(x, x-1)=1 & x \in \mathbb{N} \\ p(0, \Delta)=q & \\ p(0, x)=(1-q) \mu(x) & x \in S\end{cases}
$$

Let $\varphi_{\mu}$ be the moment generating function for $\mu$ :

$$
\begin{equation*}
\varphi_{\mu}(\lambda)=\sum_{j=0}^{\infty} \mu(j) e^{\lambda j} \tag{6.1}
\end{equation*}
$$



Figure 1: Cyclic Transfer

We will assume that $\varphi_{\mu}(\lambda)<\infty$ for some $\lambda>0$. Thus, HD-1, HD-2 and HD- 3 hold. Let $\lambda \in\left(0, \lambda_{c r}\right)$. Observe that

$$
E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=e^{\lambda} q+e^{\lambda}(1-q) \varphi_{\mu}(\lambda) E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] .
$$

Therefore

$$
\begin{equation*}
E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]=\frac{e^{\lambda} q}{1-e^{\lambda}(1-q) \varphi_{\mu}(\lambda)} \tag{6.2}
\end{equation*}
$$

Hence, $\lambda_{c r}$ is the unique solution to

$$
\begin{equation*}
(1-q) e^{\lambda} \varphi_{\mu}(\lambda)=1 . \tag{6.3}
\end{equation*}
$$

This implies that $\lambda_{c r}$ is in the infinite MGF regime.
Next, since the process is downward-skip free, we will apply equation 3.10 to obtain the unique QSD given by

$$
\nu_{\lambda}(y)=\frac{e^{\lambda}-1}{E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]},
$$

with absorption parameter $\lambda$, for each $\lambda \in\left(0, \lambda_{c r}\right]$. To obtain an explicit formula, a similar calculation shows that for all $y \in \mathbb{Z}_{+}$

$$
E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]=e^{\lambda} q+e^{\lambda} \sum_{0 \leq j<y}(1-q) \mu(j) e^{\lambda j} E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right],
$$

and therefore

$$
E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]=\frac{e^{\lambda} q}{1-e^{\lambda} \sum_{j=0}^{y-1}(1-q) \mu(j) e^{\lambda j}}
$$

In addition,

$$
\begin{aligned}
E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right] & =e^{\lambda y} E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right] \\
& =e^{\lambda y}\left(e^{\lambda} q+e^{\lambda} \sum_{j=0}^{y-1}(1-q) \mu(j) e^{\lambda j} E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{\Delta}<\tau_{y}\right]\right)
\end{aligned}
$$

So

$$
E_{y}\left[\exp \left(\lambda \tau_{\Delta}, \tau_{\Delta}<\tau_{y}\right]=\frac{e^{\lambda(y+1)} q}{1-e^{\lambda} \sum_{j=0}^{y-1}(1-q) \mu(j) e^{\lambda j}}\right.
$$

Thus,

$$
\begin{equation*}
\nu_{\lambda}(y)=\frac{1}{q} e^{-\lambda(y+1)}\left(e^{\lambda}-1\right)\left(1-(1-q) \sum_{0 \leq j<y} \mu(j) e^{\lambda(j+1)}\right) \tag{6.4}
\end{equation*}
$$

In summary, $\lambda_{c r}$ is given by (6.3), is in the infinite MGF regime and for each $\lambda \in\left(0, \lambda_{c r}\right]$ there exists a unique QSD given by (6.4). Note that the existence of all these QSDs is an immediate application of Corollary 2.1

### 6.3 Absorption Probability Bounded from Below

Consider any process $\mathbf{Y}$ on $S \cup\{\Delta\}$ with transition function $p^{Y}$ satisfying Assumption HD-1, HD-2 and HD-3. We will also assume that for any $\lambda \in\left(0, \lambda_{c r}^{Y}\right), \lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda \tau_{\Delta}^{Y}\right)\right]=\infty$. Note that we have used the superscript $Y$ to denote quantities associated with $Y$, as we now introduce the process $\mathbf{X}$.

Let $J$ be a geometric random variable, independent of $\mathbf{Y}$ with probability of success $1-e^{-\rho}$ for some $\rho>0$. Define $\mathbf{X}$ as follows:

$$
X_{n}= \begin{cases}Y_{n} & n<J \\ \Delta & \text { otherwise }\end{cases}
$$

This is equivalent to defining $p(x, y)=e^{-\rho} p^{Y}(x, y)$ for $x, y \in S$, and $p(x, \Delta)=$ $1-\sum_{y \in S} p(x, y)$. Clearly,

$$
P_{x}\left(\tau_{\Delta}>n\right)=P\left(\tau_{\Delta}^{Y} \wedge J>n\right)=P_{x}\left(\tau_{\Delta}>n\right) P(J>n)=P_{x}\left(\tau_{\Delta}>n\right) e^{-n \rho}
$$

Now since for every random variable $T$ which is nonnegative and taking integer values we have

$$
E[\exp (\lambda T)]=1+\left(e^{\lambda}-1\right) \sum_{n=0}^{\infty} e^{\lambda n} P(T>n)
$$

it follows that

$$
\begin{aligned}
E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] & =1+\left(e^{\lambda}-1\right) \sum_{n=0}^{\infty} e^{(\lambda-\rho) n} P_{x}\left(\tau_{\Delta}^{Y}>n\right) \\
& =1+\frac{e^{\lambda}-1}{e^{\lambda-\rho}-1}\left(E_{x}\left[\exp \left((\lambda-\rho) \tau_{\Delta}^{Y}\right)\right]-1\right)
\end{aligned}
$$

Therefore this expression is bounded as a function of $x$ if $\lambda<\rho$, and is equal to $1+\left(e^{\lambda}-1\right) E_{x}\left[\tau_{\Delta}^{Y}\right]$ when $\lambda=\rho$, and tends to infinity as $x \rightarrow \infty$ when $\lambda>\rho$. Also, $\lambda_{c r}=\lambda_{c r}^{Y}+\rho$. It follows from Corollary 2.1 that $\mathbf{X}$ has QSDs with absorption parameter $\lambda$ for every $\lambda \in\left(\rho, \rho+\lambda_{c r}^{Y}\right]$, and that it does not possess any QSDs with absorption parameter $\lambda \in(0, \rho)$.

### 6.4 Subcritical Branching Process

Let $\mathbf{X}$ be a branching process with a nondegenerate offspring distribution $B$ on $\mathbb{Z}_{+}$(we will abuse notation and will refer to $B$ as a random variable). As usual 2, p. 3] and to avoid trivialities we will assume $P(B=j)<1$ for all $j \in \mathbb{N}$ and $P(B \leq 1)<1$. The unique absorbing state is 0 . We will also assume that the process is subcritical, namely $E[B] \in(0,1)$, and let $m=E[B]$. A straightforward calculation shows that for any $x \in \mathbb{N}, E_{x}\left[e^{\lambda \tau \Delta}\right]<\infty$ if $e^{\lambda}<\frac{1}{m}$ and $E_{x}\left[e^{\lambda \tau \Delta}\right]=\infty$ if $e^{\lambda}>\frac{1}{m}$. Therefore $e^{\lambda_{c r}}=\frac{1}{m}$, equivalently $\lambda_{c r}=\ln \frac{1}{m}$. Though the restriction of $\mathbf{X}$ to the non-absorbing set $\mathbb{N}$ is not irreducible, we can restrict the process to an infinite subset of $\mathbb{N}$ depending on the support of $B$, resulting in an irreducible process.

Our results provide a quick way to prove the existence of a continuum of QSDs. Indeed, for any $\lambda \in\left(0, \lambda_{c r}\right)$, Jensen's inequality gives $E_{x}\left[\exp \left(\lambda \tau_{\Delta}\right)\right] \geq$ $e^{\lambda E_{x}\left[\tau_{\Delta}\right]}$. As $E_{x}\left[\tau_{\Delta}\right]$ is the expectation of the maximum of $x$ independent copies of $\tau_{\Delta}$ under the distribution $P_{1}$, it immediately follows that $\lim _{x \rightarrow \infty} E_{x}\left[\tau_{\Delta}\right]=$ $\infty$, and therefore Corollary 2.1 holds with $\lambda_{0}=0$. Namely, for every $\lambda \in$ $\left(0, \lambda_{c r}=\ln \frac{1}{m}\right]$ there exists a QSD with absorption parameter $\lambda$.

Existence and convergence results for a minimal QSD for the subcritical branching process are among the earliest in the field of QSDs. Let $f$ be the generating function of $B$. Yaglom's theorem [2, Corollary 1, p. 18] states that for $x \in \mathbb{N}, P_{x}\left(X_{n} \in \cdot \mid \tau_{\Delta}>n\right)$ converges as $n \rightarrow \infty$ to a probability distribution on $\mathbb{N}$ which is the unique solution to the functional equation

$$
\begin{equation*}
\mathcal{B}(f(s))=m \mathcal{B}(s)+(1-m) \tag{6.5}
\end{equation*}
$$

among all probability distributions on $\mathbb{N}$. Being obtained as a quasi-limiting distribution, this limit is also a QSD. A straightforward calculation of the generating function for a solution to $\sqrt{1.6}$ with $e^{-\lambda}=m$ reveals that it must satisfy (6.5), and so a minimal QSD exists and is unique. Denote this QSD by $\nu_{c r}$.

As is well known, [2, Corollary 2, p. 45], the additional assumption $E[B \ln (1+$ $B)]<\infty$ is equivalent to $\nu_{c r}$ having finite expectation, namely $\sum_{i=1}^{\infty} \nu_{c r}(i) i<$ $\infty$. As the identity function $h(i)=i$ on $\mathbb{N}$ satisfies $p h=m h$, a straightforward application of the definition of the reverse chain associated with $\nu_{c r}, 3.5$, reveals that under this additional condition, $\nu_{c r} h$ can be normalized to be a stationary distribution for $q$. Hence, $q$ is positive recurrent and proves the existence of a minimal QSD. Proposition 3.3 and the comment below it guarantee that $\lambda_{c r}$ is in the infinite regime and that 2.1) and 2.3 hold. Moreover, if we take $S$ as the irreducible non-absorbing class mentioned above, then since the $P(B=0)>0$, it follows that for every state $x \in \mathbb{N}$ in the support of $B$, $p(x, x)>0$, which along the irreducibility on $S$, implies that $\mathbf{X}$ is aperiodic. Thus, both the representation and the convergence results in Theorem 2.1 hold, and in particular, 2.2 provides us with a new MCMC method for sampling from the minimal QSD under this additional condition. We refer the reader to [13], which discusses numerical methods for solving (6.5).

### 6.5 Rooted Tree

Consider an infinite rooted tree, with the root $\rho_{r}$ being the only state from which absorption is possible. We will assume $p$ is the nearest neighbor Markov Chain on this tree with a unique absorption state $\Delta$ satisfying Assumption HD-1, HD-2, HD-3 and condition 2.11 For example, we can assume the degree of each vertex is bounded, and the transition from any vertex on the tree to any neighboring vertex on the tree is strictly positive, and for vertices other than the root, the transition to the unique vertex closer to the root is uniformly bounded below by $\frac{1}{2}+\epsilon$ for some $\epsilon>0$.

Suppose $\lambda$ is in the finite regime (which may include $\lambda_{c r}$ ), and take a sequence of vertices $\left(x_{n}: n \in \mathbb{N}\right)$ going to infinity along some unique branch. Recall $C^{\lambda}(x, y)$ from Definition 2.3. Two alternatives are illustrated by the following specific graph:


Figure 2: Regular tree of degree 3 with a unique absorption state $\Delta$

1. For $y$ in that branch, we clearly have $\lim _{n \rightarrow \infty} C^{\lambda}\left(x_{n}, y\right)=1$. For instance, $y_{1}$ is on the branch in Figure 2 .
2. For other $y$, we need to consider two cases.
(a) $y$ is not on the branch, yet it has ancestors on the branch other than $\rho_{r}$. One example is the vertex $y_{2}$ in Figure 2. In this case, let $y_{0}$ denote the most recent ancestor of $y_{2}$ on the branch. For a path to get to $y_{2}$, it must pass through $y_{0}$. With this,

$$
\begin{aligned}
& C^{\lambda}\left(x_{n}, y\right)= \frac{E_{x_{n}}\left[\exp \left(\lambda \tau_{y_{0}}\right), \tau_{y_{0}}<\tau_{\Delta}\right] E_{y_{0}}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right] E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]}{E_{x_{n}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]-1} \\
& \underset{n \rightarrow \infty}{\rightarrow} \frac{E_{y_{0}}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right] E_{y}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]}{E_{y_{0}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]}<1
\end{aligned}
$$

(b) $y$ has no ancestor on the branch other than $\rho_{r}$, and so to get to $y$ from $x_{n}$ with $n$ large enough, we need to pass through the root where absorption is possible. For instance, in Figure $2 y_{2}^{\prime}$ has no ancestor on the branch, and in order to go from $x_{n}$ to $y_{2}^{\prime}$, we need to pass through $\rho_{r}$. Thus,

$$
\begin{aligned}
C^{\lambda}\left(x_{n}, y\right) & =\frac{E_{x_{n}}\left[\exp \left(\lambda \tau_{\rho_{r}}\right)\right] E_{\rho_{r}}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{y}<\tau_{\Delta}\right]}{E_{x_{n}}\left[\exp \left(\lambda \tau_{\rho_{r}}\right)\right] E_{\rho_{r}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]-1} \\
& \rightarrow \frac{E_{\rho_{r}}\left[\exp \left(\lambda \tau_{\Delta}\right), \tau_{y}<\tau_{\Delta}\right]}{E_{\rho_{r}}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]}<1
\end{aligned}
$$

Therefore, by Proposition 2.3, for each branch, we have a QSD corresponding to that branch.

Next, recall $K^{\lambda}\left(x_{n}, \cdot\right)$ from Definition 2.1, we will also show that in this finite MGF regime, for every $y, \lim _{n \rightarrow \infty} K^{\lambda}\left(x_{n}, y\right)$ exists and is a QSD.

Let $\bar{y}$ be the unique element on the same branch as $\left(x_{n}: n \in \mathbb{N}\right)$ satisfying $|\bar{y}|=|y|$, i.e., the lengths of the shortest paths from $\rho_{r}$ are equal. Since we are interested in the limit as $n \rightarrow \infty$, without loss of generality, we can assume $\left|x_{n}\right|>|y|$ for all $n$. To reach $y$ from $x_{n}$, the process must first hit $\bar{y}$. Therefore,

$$
G^{\lambda}\left(x_{n}, y\right)=E_{x_{n}}\left[\exp \left(\lambda \tau_{\bar{y}}\right)\right] \times \frac{E_{\bar{y}}\left[\exp \left(\lambda^{0} \tau_{y}\right),{ }^{0} \tau_{y}<\tau_{\Delta}\right]}{1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]}
$$

Also,

$$
G^{\lambda}\left(x_{n}, \mathbf{1}\right)=E_{x_{n}}\left[\exp \left(\lambda \tau_{\bar{y}}\right)\right] G^{\lambda}(\bar{y}, \mathbf{1})
$$

This gives

$$
\begin{equation*}
K^{\lambda}\left(x_{n}, y\right)=\frac{G^{\lambda}\left(x_{n}, y\right)}{G^{\lambda}\left(x_{n}, \mathbf{1}\right)}=\frac{E_{\bar{y}}\left[\exp \left(\lambda^{0} \tau_{y}\right),{ }^{0} \tau_{y}<\tau_{\Delta}\right]}{G^{\lambda}(\bar{y}, \mathbf{1})} \times \frac{1}{1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\tau_{\Delta}\right]} \tag{6.6}
\end{equation*}
$$

As the limit trivially exists, by Corollary 2.3, it is a QSD. Therefore, there exist QSDs with absorption parameter $\lambda$, and all such QSDs can be obtained through Theorem 2.3, where the elements of $S^{\lambda}$ can be indexed by the branches, and are each given by the righthand side of $\sqrt{6.6}$, where $y$ is any vertex and $\bar{y}$ is the unique vertex on the branch satisfying $|\overline{\bar{y}}|=|y|$.

## 7 Results: Continuous-Time

### 7.1 Definitions and Assumptions

We adapt the main results of Section 2 to the continuous-time setting. This adaptation is mostly straightforward and routine, and we present it primarily in order to make a connection with the large body of literature in the continuoustime setting.

We begin by introducing the set of hypotheses. Let $\mathbb{X}=\left(\mathcal{X}_{t}: t \in \mathbb{R}_{+}\right)$ be a Markov Chain on a state space which is a disjoint union $S \cup\{\Delta\}$, where $S$ is either finite or countably infinite. We will denote the distribution and expectation of $\mathbb{K}$ under the initial distribution $\mu$ by $P_{\mu}$ and $E_{\mu}$ respectively, with $P_{x}$ and $E_{x}$ serving as shorthand for $P_{\delta_{x}}$ and $E_{\delta_{x}}$, respectively. For $x \in S \cup\{\Delta\}$, let

$$
\begin{equation*}
\mathbb{\sigma}_{x}=\inf \left\{t>0: \mathbb{X}_{t}=x, \mathbb{X}_{t-} \neq x\right\} . \tag{7.1}
\end{equation*}
$$

We will work under the following hypotheses, which are the analogs of the assumptions made for the discrete-time setting:

HC-1. $\tau_{\Delta}<\infty, P_{x}-$ a.s. for some $x \in S$.
HC-2. The set $S$ is an irreducible class, and the exponential holding time at each $x \in S$ has parameter $q_{x} \in(0, \infty)$.

HC-3. There exists $\beta>0$ such that $E_{x}\left[\exp \left(\beta \pi_{\Delta}\right)\right]<\infty$ for some (equivalently all) $x \in S$.

Clearly, $\Delta$ is the unique absorbing state, and therefore, we will refer to $\pi_{\Delta}$ as the absorption time. Note that HC-3 guarantees that $\mathbb{X}$ is non-explosive. This is mostly for the simplicity of the presentation, as the explosion can be handled by the discretization scheme we use to derive the results below. We briefly review the notion of a QSD in a continuous time setting and some basic properties. Recall that a probability distribution $\nu$ on $S$ is a QSD if the following analog of 1.3 holds.

$$
\begin{equation*}
P_{\nu}\left(\mathbb{K}_{t} \in \cdot \mid \sigma_{\Delta}>t\right)=\nu(\cdot), t \in \mathbb{R}_{+}, \tag{7.2}
\end{equation*}
$$

If $\nu$ is a QSD, then under $P_{\nu}, \sigma_{\Delta}$ is exponentially distributed with parameter $\lambda>0$. That is, the following analog of (1.5 holds:

$$
\begin{equation*}
P_{\nu}\left(\mathbb{J}_{\Delta}>t\right)=e^{-\lambda t}, t \in \mathbb{R}_{+}, \tag{7.3}
\end{equation*}
$$

and we say that $\nu$ is a QSD with absorption parameter $\lambda$.
We write $\left(\mathcal{P}_{t}: t \in \mathbb{R}_{+}\right)$for the semigroup of contractions on $\ell^{1}(S)$ given by

$$
\left(\nu \mathcal{P}_{t}\right)(y)=\sum_{x \in S} \nu(x) P_{x}\left(\boldsymbol{X}_{t}=y\right), \nu \in \ell^{1}(S)
$$

Assumption HC -2 implies that the semigroup is weakly continuous from the right at 0 . Namely, for any $\nu \in \ell^{1}(S)$ and $f \in \ell^{\infty}(S), \lim _{t \downarrow 0}\left(\nu \mathcal{P}_{t}\right) f=$ $\lim _{t \downarrow 0} \sum_{x \in S} \nu(x) E_{x}\left[f\left(\mathbb{X}_{t}\right)\right]=\sum_{x \in S} \mu(x) f(x)$, and therefore, 21, p. 255, Theorem], [14. Chapter X, Corollary of Theorem 10.2.3], the semigroups is strongly continuous, that is for any $\nu \in \ell^{1}(S), \lim _{t \downarrow 0} \nu \mathcal{P}_{t}=\nu$ in $\ell^{1}(S)$. As a result, the semigroup has a densely defined generator $\mathcal{L}$ :

$$
\begin{equation*}
\nu \mathcal{L}=\lim _{t \downarrow 0} \frac{\nu \mathcal{P}_{t}-\nu}{t} \tag{7.4}
\end{equation*}
$$

where the limit is in $\ell^{1}(S)$. In particular, we have the following

Proposition 7.1. A probability measure $\nu$ on $S$ is a $Q S D$ for $\mathbb{K}$ with absorption parameter $\lambda>0$ if and only if $\nu$ is in the domain of $\mathcal{L}$ and

$$
\begin{equation*}
\nu \mathcal{L}=-\lambda \nu \tag{7.5}
\end{equation*}
$$

Though the proof is straightforward, we bring it here for completeness. Clearly, 7.5 can be interpreted as a sequence of linear equations (26, p. 691692 ] provides an example of a birth and death process and a probability measure satisfying the sequence of equations but which is not a QSD. In the present context, the latter statement means that the probability measure is not in the domain of $\mathcal{L}$ ).

Proof. Assume first that $\nu$ is a QSD. Then $\sqrt{7.2}$ can be rewritten as

$$
\nu \mathcal{P}_{t}=\sum_{y}\left(\nu \mathcal{P}_{t}\right)(y) \nu
$$

Thus, on the one hand, $\nu \mathcal{P}_{t+s}=\sum_{y}\left(\nu \mathcal{P}_{t+s}\right)(y) \nu$, while on the other hand, using the semigroup property,

$$
\begin{aligned}
\nu \mathcal{P}_{t+s} & =\nu \mathcal{P}_{t} \mathcal{P}_{s} \\
& =\sum_{y}\left(\nu \mathcal{P}_{t}\right)(y) \nu \mathcal{P}_{s} \\
& =\sum_{y}\left(\nu \mathcal{P}_{t}\right)(y) \sum_{y}\left(\nu \mathcal{P}_{s}\right)(y) \nu .
\end{aligned}
$$

As $\nu$ is strictly positive, it follows that the function $t \rightarrow \sum_{y}\left(\nu \mathcal{P}_{t}\right)(y)$ is multiplicative. It is equal to 1 at zero and nonincreasing and tends to 0 as $t \rightarrow \infty$. It is therefore of the form $e^{-\lambda t}$ for some $\lambda>0$. As a result, $\nu \mathcal{P}_{t}=e^{-\lambda t} \nu$. This implies that $\nu$ is in the domain of $\mathcal{L}$ and that 7.5 holds. Conversely, if $\nu$ is in the domain of $\mathcal{L}$ and satisfies 7.5, then 21, Section 2, Theorem 1.3] gives that for any $f \in \ell^{\infty}(S), \nu \mathcal{P}_{t} f=\nu f+\int_{0}^{t} \nu \mathcal{L} \mathcal{P}_{s} f d s$, that is the continuous function $\phi_{f}(t)=\nu \mathcal{P}_{t} f$ on $\mathbb{R}_{+}$satisfies $\phi_{f}(t)=\phi_{f}(0)-\lambda \int_{0}^{t} \phi_{f}(s) d s$, and so $\phi_{f}(t)=e^{-\lambda t} \phi_{f}(0)$. Equivalently, $\nu \mathcal{P}_{t}=e^{-\lambda t} \nu$, which implies 7.2$)$.

Next we define the critical absorption parameter $\lambda_{c r}$ analogously to 1.7):

$$
\begin{equation*}
\lambda_{c r}=\sup \left\{\lambda>0: E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]<\infty \text { for some } x \in S\right\} . \tag{7.6}
\end{equation*}
$$

Note that HC-3implies that the exponential parameter of the holding time at each state $x, q_{x}$, is strictly larger than $\beta$, and as a result, $\inf _{x \in S} q_{x} \geq \beta$, so $\lambda_{c r} \in\left(0, \inf _{x \in S} q_{x}\right]$. As before, we say that $\lambda>0$ is in the finite MGF regime if $E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]<\infty$ for some (equivalently all) $x \in S$, and that $\lambda_{c r}$ is in the infinite MGF regime if for some (equivalently all) $x \in S, E_{x}\left[\exp \left(\lambda_{c r} \mathbb{}_{\Delta}\right)\right]=\infty$. A QSD with absorption parameter $\lambda_{c r}$ is called the minimal QSD.

We record the following analog of Proposition 1.2, which we will need in the sequel. As the proof is identical to the proof in the discrete case, it will be omitted.

Proposition 7.2. Let $\lambda \in\left(0, \lambda_{c r}\right]$. Then for every $x \in S, E_{x}\left[\exp \left(\lambda \tau_{x}\right), \mathbb{\sigma}_{x}<\right.$ $\left.{ }^{\top} \Delta\right] \leq 1$. Moreover,

1. If $E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]<\infty$ then the inequality is strict;
2. If $E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]=\infty$ and $E_{x}\left[\exp \left(\lambda_{c r} \pi_{\Delta}\right), \pi_{\Delta}<\sigma_{x}\right]<\infty$ for some $x \in S$, then $E_{x}\left[\exp \left(\lambda_{c r} \varpi_{x}\right), \tau_{x}<\tau_{\Delta}\right]=1$ for all $x \in S$.

### 7.2 Discretizing Time

All results we present below use the embedded discrete-time processes we present in this section. For $d>0$, define a discrete-time Markov chain on $S \cup\{\Delta\}$, $\mathbf{X}^{d}=\left(X_{n}^{d}: n \in \mathbb{Z}_{+}\right)$by letting

$$
\begin{equation*}
X_{n}^{d}=\mathbb{X}_{d n} \tag{7.7}
\end{equation*}
$$

For $x \in S \cup\{\Delta\}$, let

$$
\tau_{x}^{d}=\inf \left\{n \in \mathbb{N}: X_{n}^{d}=x\right\}
$$

Clearly, $\mathrm{X}^{d}$ is a Markov chain satisfying HD-1, HD-2 and HD-3 Moreover, if $\tau_{\Delta}^{d}=n$, then on the one hand necessarily, $\mathbb{X}_{n d}=\Delta$, and so $\pi_{\Delta} \leq d n$, and on the other hand, $X_{n-1}^{d} \in S$ or, equivalently, $\mathbb{X}_{(n-1) d} \in S$, so $\tau_{\Delta}>d(n-1)$. We therefore have that for every $x \in S$ and $d>0$,

$$
\begin{equation*}
\sigma_{\Delta} \leq d \tau_{\Delta}^{d}<\sigma_{\Delta}+d \tag{7.8}
\end{equation*}
$$

From this, it follows that

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right] \leq E_{x}\left[\exp \left(\lambda d \tau_{\Delta}^{d}\right)\right] \leq e^{\lambda d} E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right] \tag{7.9}
\end{equation*}
$$

and in particular letting $\lambda_{c r}^{d}$ denote the critical absorption parameter for $\mathbf{X}^{d}$, then

$$
\begin{equation*}
\lambda_{c r}^{d}=d \lambda_{c r} . \tag{7.10}
\end{equation*}
$$

The following allows connecting hitting times of states other than $\Delta$ for the continuous and the discrete processes.
Proposition 7.3. Let $x_{0} \in S$ and suppose that $E_{x_{0}}\left[\exp \left(\lambda \tau_{\Delta} \wedge \tau_{x_{0}}\right)\right]<\infty$. Then there exists $d_{0}>0$ such that for $d \in\left(0, d_{0}\right), E_{x_{0}}\left[\exp \left(\lambda d\left(\tau_{\Delta}^{d} \wedge \tau_{x_{0}}^{d}\right)\right)\right]<\infty$.
Proof. We begin by recalling that if $\mathbb{K}$ starts from $x_{0}$, then the state where it jumps to first and the time it takes to perform the jump are independent. This can be done through the construction of the Markov chain. For simplicity, label the states other than $x_{0}$ by $1,2, \ldots$ Let $T_{1}, T_{2}, \ldots$ be independent exponential random variables with respective parameters $\rho_{1}, \rho_{2}, \ldots$ We assume $q=q_{x_{0}}=$ $\sum_{j} \rho_{j}<\infty$. Let $T=\inf T_{j}$. Clearly, $T$ is exponential with parameter $q$. Also, let $R$ be the smallest (and unique, almost surely) index $j$ satisfying $T=T_{j}$. Then, the chain will jump to state $R$ at time $T$. The joint distribution of $R$ and $T$ is given by

$$
P(R=j, T>t)=P\left(T_{j}>t, \cap_{i \neq j}\left\{T_{i} \geq T_{j}\right\}\right)=\rho_{j} \int_{t}^{\infty} e^{-\rho_{j} s} e^{-\sum_{i \neq j} \rho_{i} s} d s=\frac{\rho_{j}}{q} e^{-q t}
$$

Therefore, $R$ and $T$ are independent. In particular, $P(R=j \mid T \leq d)=P(R=$ j) $=\frac{\rho_{j}}{q}$.

We turn to the main claim. Let $\mathrm{\sigma}_{x_{0}}^{1}=\mathrm{\sigma}_{x_{0}}$ and continue inductively, defining a sequence ( $\mathrm{\sigma}_{x_{0}}^{k}: k=1,2, \ldots$ ) by letting

$$
\mathbb{\tau}_{x_{0}}^{k+1}=\inf \left\{t>\tau_{x_{0}}^{k}: \mathbb{X}_{t-} \neq x_{0}, \mathbb{X}_{t}=x_{0}\right\}
$$

Let $J=\inf \left\{k \geq 1: \mathrm{\sigma}_{x_{0}}^{k}<\infty, \mathbb{K}_{\mathbb{J}_{x_{0}}^{k}+s}=x_{0}\right.$, for all $\left.s \in[0, d]\right\}$. In both definitions above, we adopt the convention $\inf \emptyset=\infty$. Note that $J$ is the first visit to $x_{0}$ after which the $\mathbb{X}$ stays put for at least $d$ units, and recall that the distribution of a Markov Chain right after a jump from a given state is independent of the time it took to jump from the state. On the event $J<\infty, \tau_{x_{0}}^{J}$ is finite, and on $J=\infty$, we define $\tau_{x_{0}}^{J}=\infty$. We need a few more definitions. First, for $M>0$, let $v_{M}\left(x_{0}\right)=E_{x_{0}}\left[\exp \left(\lambda\left(\tau_{x_{0}}^{J} \wedge \tau_{\Delta} \wedge M\right)\right)\right]$.

Let $S=E_{x_{0}}\left[\exp \left(\lambda\left(\sigma_{x_{0}} \wedge \tau_{\Delta}\right)\right), \tau_{\Delta}<\sigma_{x_{0}}\right]+E_{x_{0}}\left[\exp \left(\lambda \sigma_{x_{0}} \wedge \sigma_{\Delta}\right)\right), \sigma_{x_{0}}<\sigma_{\Delta}, J=$ $1]$. This expression is bounded above by $E_{x_{0}}\left[\exp \left(\lambda\left(\sigma_{x_{0}} \wedge \sigma_{\Delta}\right)\right)\right]$ and is therefore finite by assumption. We have the upper bound

$$
\begin{equation*}
v_{M}\left(x_{0}\right) \leq S+E_{x_{0}}\left[\exp \left(\lambda\left(\sigma_{x_{0}}^{J} \wedge \tau_{\Delta}\right)\right), \tau_{x_{0}}<\sigma_{\Delta}, J>1\right] \tag{7.11}
\end{equation*}
$$

We examine the second summand on the righthand side. Letting

$$
\eta_{d}=E_{x_{0}}\left[\exp \left(\lambda\left(\mathbb{\sigma}_{x_{0}} \wedge \mathbb{\sigma}_{\Delta}\right)\right), \sigma_{x_{0}}<\mathbb{\sigma}_{\Delta}\right]\left(1-e^{-q_{x_{0}} d}\right) e^{\lambda d}
$$

then the second summand on the righthand side of $\sqrt{7.11}$ is bounded above by $\eta_{d} v_{M}\left(x_{0}\right)$. In addition, there exists $d_{0}$ such that for $d<d_{0}, \eta_{d}<1$. From these bounds we conclude that $v_{M}\left(x_{0}\right) \leq S+\eta_{d} v_{M}\left(x_{0}\right)$, and since $v_{M}\left(x_{0}\right)$ is finite by construction, $v_{M}\left(x_{0}\right) \leq \frac{S}{1-\eta_{d}}$. The righthand side is independent of $M$. By letting $M \rightarrow \infty$, it follows from monotone convergence that

$$
E_{x_{0}}\left[\exp \left(\lambda\left(\mho_{x_{0}}^{J} \wedge \tau_{\Delta}\right)\right)\right] \leq \frac{S}{1-\eta_{d}}<\infty
$$

As it is always true that $d \tau_{\Delta}^{d} \leq \pi_{\Delta}+d$, on the event $J=\infty$, we clearly have $d\left(\tau_{x_{0}}^{d} \wedge \tau_{\Delta}^{d}\right) \leq \sigma_{x_{0}}^{J} \wedge \sigma_{\Delta}+d$. On the event $J<\infty$, the definition of $\mathrm{\sigma}_{x_{0}}^{J}$ gives $d \tau_{x_{0}}^{d} \leq \tau_{x_{0}}^{J}+d$, so $d\left(\tau_{x_{0}}^{d} \wedge \tau_{\Delta}^{d}\right) \leq \tau_{x_{0}}^{J} \wedge \tau_{\Delta}+d$ too. This completes the proof.

Finally, we provide a connection between the QSDs for $\mathbb{X}$ and those for $\mathbf{X}^{d}$.
Proposition 7.4. Let $d>0$. The process $\mathbb{X}$ has a $Q S D$ with absorption parameter $\lambda$ if and only if $\mathbf{X}^{d}$ has a QSD with absorption parameter $d \lambda$. Specifically,

1. Let $\nu$ be a $Q S D$ for $\mathbb{X}$ with absorption parameter $\lambda$. Then $\nu$ is a $Q S D$ for $\mathbf{X}^{d}$ with absorption parameter $d \lambda$.
2. Conversely, let $\nu$ be a QSD for $\mathbf{X}^{d}$ with absorption parameter $d \lambda$. Then $\int_{0}^{d} e^{\lambda s} P_{\nu}\left(\mathbb{K}_{s} \in \cdot\right) d s$ can be normalized to be a QSD for $\mathbb{X}$ with absorption parameter $\lambda$.

Proof. The first numbered assertion is trivial. As for the second, suppose that $\nu$ is a QSD for $\mathbf{X}^{d}$ with absorption parameter $\lambda d$. For $s \in \mathbb{R}_{+}$and $x \in S$, let $h(s, x)=e^{\lambda s} P_{\nu}\left(\mathbb{X}_{s}=x\right)$. Then

$$
\begin{aligned}
h(s+d, x) & =e^{\lambda s} e^{\lambda d} P_{\nu}\left(\mathbb{X}_{s+d}=x\right) \\
& =e^{\lambda s} e^{\lambda d} E_{\nu} P_{X_{1}^{d}}\left(\mathbb{X}_{s}=x\right) \\
& =e^{\lambda s} P_{\nu}\left(\mathbb{K}_{s}=x\right)=h(s, x) .
\end{aligned}
$$

Note here that we pass from the second line to the third using the fact that $\nu$ is a QSD for $\mathbf{X}^{d}$, and so for any bounded $f$ on $S \cup\{\Delta\}$ vanishing on $\Delta$ we have $e^{\lambda d} E_{\nu}\left[f\left(X_{1}^{d}\right)\right]=E_{\nu}\left[f\left(X_{0}^{d}\right)\right]$. Here we used $f(u)=P_{u}\left(\mathcal{X}_{s}=x\right)$. We proved that $h$ is $d$-periodic in the first variable. Define $\tilde{\nu}(x)=\int_{0}^{d} h(s, x) d s$. Then $\tilde{\nu}$ is a finite measure on $S$. Also, for $t \in \mathbb{R}_{+}$and $y \in S$

$$
\begin{aligned}
\sum_{x} \tilde{\nu}(x) P_{x}\left(\mathcal{K}_{t}=y\right) & =\sum_{x} \int_{0}^{d} e^{\lambda s} P_{\nu}\left(X_{s}=x\right) P_{x}\left(X_{t}=y\right) d s \\
& =e^{-\lambda t} \int_{0}^{d} h(s+t, y) d s \\
& \stackrel{u=s+t}{=} e^{-\lambda t} \int_{t}^{t+d} h(u, y) d u \\
& =e^{-\lambda t} \tilde{\nu}(y) .
\end{aligned}
$$

Thus, by normalizing $\tilde{\nu}$, we obtain a QSD with absorption parameter $\lambda$.

### 7.3 Infinite MGF Regime

We begin with the analog of Theorem 2.1
Theorem 7.1. Suppose $\lambda_{c r}$ is in the infinite $M G F$ regime. Then

1. There exists a minimal $Q S D$ if and only if there exists $x \in S$ such that

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda_{c r} \mathbb{\sigma}_{\Delta} \wedge \tau_{x}\right)\right]<\infty \tag{7.12}
\end{equation*}
$$

In this case, there exists a unique minimal $Q S D \mathbb{v}_{c r}$, which is given by the formula

$$
\begin{align*}
\mathbb{L}_{c r}(x) & =\frac{\lambda_{c r}}{q_{x}-\lambda_{c r}} \frac{1}{E_{x}\left[\exp \left(\lambda_{c r} \mathrm{\sigma}_{\Delta} \wedge \sigma_{x}\right)\right]-1} \\
& =\frac{\lambda_{c r}}{q_{x}-\lambda_{c r}} \frac{1}{E_{x}\left[\exp \left(\lambda_{c r} \mathrm{\sigma}_{\Delta}\right), \sigma_{\Delta}<\sigma_{x}\right]} . \tag{7.13}
\end{align*}
$$

2. If, in addition to (7.12),

$$
\begin{equation*}
E_{x}\left[\exp \left(\lambda_{c r} \widetilde{\pi}_{x}\right) \widetilde{\sigma}_{x}, \widetilde{\sigma}_{x}<\sigma_{\Delta}\right]<\infty \text { for some } x \in S, \tag{7.14}
\end{equation*}
$$

then for any finitely supported $\mu$ on $S$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P_{\mu}\left(\mathbb{Z}_{t} \in \cdot \mid \pi_{\Delta}>t\right) \rightarrow \mathbb{L} \tag{7.15}
\end{equation*}
$$

with $\mathbb{\nu}=\mathbb{V}_{c r}$.
Proof of Theorem 7.1. We prove the assertions in this order: the sufficiency of 7.12 followed by its necessity, then the uniqueness of a minimal QSD, the representation, and finally, the convergence.

Sufficiency. Suppose first that 7.12 holds. Apply Proposition 7.3 with $x_{0}=x$, and let $d=d_{0} / 2$, where $d_{0}$ is the positive constant obtained in the proposition. Then $\mathbf{X}^{d}$ satisfies the conditions of Theorem 2.1 and as a result possesses a unique minimal QSD, $\nu_{c r}$, given by 2.2. Denote the minimal QSD for $\mathbb{X}$ obtained from $\nu_{c r}$ through the application of Proposition 7.42 by $\mathbb{D}_{c r}$.

Necessity. Suppose that $\nu$ is a minimal QSD for $\mathbb{X}$. Let $d>0$. Then from Proposition 7.4 1 , $\nu$ is a minimal QSD for $\mathbf{X}^{d}$ and therefore (2.1) holds for $\mathbf{X}^{d}$. Thus, $E_{x}\left[\exp \left(\lambda_{c r} d\left(\tau_{x}^{d} \wedge \tau_{\Delta}^{d}\right)\right)\right]<\infty$. But since $\sigma_{x} \wedge \tau_{\Delta} \leq d\left(\tau_{x}^{d} \wedge \tau_{\Delta}^{d}\right)$, it follows that 7.12 holds.

Uniqueness. Suppose that $\mathbb{v}$ and $\mathbb{L}^{\prime}$ are minimal QSDs for $\mathbb{K}$. Then by Proposition 7.4-1, both are also minimal for $\mathbf{X}^{d}$, and by the uniqueness of a minimal QSD for $\mathbf{X}^{d}$, it follows that $\downarrow=\downarrow^{\prime}$. We will, therefore, denote the unique minimal QSD for $\mathbb{X}$ by $\nu_{c r}$.

Representation. As argued above, when it exists, $\nu_{c r}$ is the unique minimal QSD for each of the processes $\mathbf{X}^{1 / m}$ for all integer $m$ large enough. We will denote all quantities associated with $\mathbf{X}^{1 / m}$ with the superscript $\frac{1}{m}$. Write $\mu_{x}^{1 / m}$ for the measure defined in Proposition 3.1 relative to the process $\mathbf{X}^{1 / m}$ with $\alpha=e^{\lambda_{c r} / m}=e^{\lambda_{c r}^{1 / m}}$. Since $\mu_{x}^{1 / m} p^{1 / m}=e^{-\lambda_{c r}^{1 / m}} \mu_{x}^{1 / m}$, it follows from Proposition 1.1 and the uniqueness of the minimal QSD $\nu_{c r}$ that

$$
\begin{equation*}
\mathbb{v}_{c r}(\cdot)=\frac{\mu_{x}^{1 / m}(\cdot)}{\mu_{x}^{1 / m}(\mathbf{1})} \tag{7.16}
\end{equation*}
$$

We will utilize this and a Riemann sum approximation to obtain the representation (7.13). Define

$$
I_{x}(f)=E_{x}\left[\int_{0}^{\pi_{\Delta} \wedge \tau_{x}} \exp \left(\lambda_{c r} s\right) f\left(\mathbb{X}_{s}\right) d s\right]
$$

Then, a Riemann sum approximation and the dominated convergence theorem give

$$
\begin{equation*}
I_{x}(f)=\lim _{m \rightarrow \infty} E_{x}\left[\frac{1}{m} \sum_{0 \leq n / m \leq \tau_{\Delta} \wedge \sigma_{x}} e^{\lambda_{c r} n / m} f\left(\mathbb{X}_{n / m}\right)\right] . \tag{7.17}
\end{equation*}
$$

Because $\mathbf{X}^{1 / m}$ is a snapshot of $\mathbb{X}$ at discrete intervals, $\tau_{x}^{1 / m} \geq m \sigma_{x}$. Also, letting $A_{m}=\left\{\tau_{x}^{1 / m}<m \sigma_{x}+1\right\}$, we see that

$$
P_{x}\left(A_{m}\right) \geq e^{-q_{x} / m} \underset{m \rightarrow \infty}{\rightarrow} 1
$$

On the event $A_{m}$, we can write the Riemann sum on the righthand of 7.17 ) as

$$
\frac{1}{m}\left(\sum_{0 \leq n<\tau_{x}^{1 / m} \wedge \tau_{\Delta}^{1 / m}} e^{\lambda_{c r}^{1 / m} n} f\left(X_{n}^{1 / m}\right)+C e^{\lambda_{c r} \pi_{\Delta} \wedge \tau_{x}}\right)
$$

where $|C|$ is bounded by $\|f\|_{\infty}$. Taking expectations, this is equal to $\frac{1}{m} \mu_{x}^{1 / m}(f)+$ $O(1 / m)$, and using (7.16), this is also equal to $\frac{1}{m} \mu_{x}^{1 / m}(\mathbf{1}) \nu_{c r}(f)+O\left(\frac{1}{m}\right)$. Since the expectation of the integral on the complement of $A_{m}$ tends to zero as $m \rightarrow$ $\infty$, we conclude that

$$
I_{x}(f)=\lim _{m \rightarrow \infty} \frac{1}{m} \mu_{x}^{1 / m}(\mathbf{1}) \nu_{c r}(f) .
$$

Use this with $f \equiv \mathbf{1}$, we have $I_{x}(\mathbf{1})=\lim _{m \rightarrow \infty} \frac{1}{m} \mu_{x}^{1 / m}(\mathbf{1})$, and so

$$
\searrow_{c r}(f)=\frac{I_{x}(f)}{I_{x}(\mathbf{1})} .
$$

The first expression for the QSD follows from a direct calculation of the denominator, and the second follows from Proposition 7.2-2.

Next, we consider an analog of Theorem 2.2 For continuous-time processes, Ferrari, Kesten, Martinez, and Picco showed the convergence based on a renewal technique 10. Martinez, San Martin, and Villemonais presented that the conditional distribution of the process converges exponentially fast in total variation norm to a unique QSD 19 . Convergence in total variation for processes satisfying strong mixing conditions was obtained using Fleming-Viot particle systems 7. More recently, Champagnat and Villemonais stated a general criterion for uniform exponential convergence in total variation for absorbed Markov processes conditioned to survive [5, Assumption A]. They also provide analogous conditions involving Lyapunov functions, tailored to the situation where the convergence is non-uniform [6]. Our work considers the time-reversal at the quasi-stationarity of the absorbed Markov process, similar to the approach by Tough [25]. In particular, both Theorem 2.2 and Theorem 7.2 were inspired by and should be viewed as weaker versions of the main result in [19], but with a focus on the representation of the QSD rather than convergence to it. We provide more details on the difference in the statement of the theorem below.

Theorem 7.2. Suppose that there exists some $\bar{\lambda}>0$ and a nonempty finite $K \subsetneq S$

$$
\begin{align*}
& E_{x}\left[\exp \left(\bar{\lambda} \tau_{\Delta}\right)\right]=\infty \text { and }  \tag{7.18}\\
& \sup _{x \notin K} E_{x}\left[\exp \left(\bar{\lambda} \tau_{\Delta} \wedge \tau_{K}\right)\right]<\infty . \tag{7.19}
\end{align*}
$$

Then

1. The conditions of Theorem 7.1 hold. In particular, there exists a unique minimal $Q S D \stackrel{\nu}{c r}$ given by 7.13 .
2. There are no other $Q S D$ s.
3. 7.15 holds for every finitely supported $\mu$ on $S$.

If, in addition, there exists some $x_{0} \in S$ such that

$$
\begin{equation*}
\inf _{x \in S} \frac{P_{x}\left(\sigma_{x_{0}}<\tau_{\Delta}\right)}{P_{x}\left(\pi_{\Delta}>1\right)}>0 \tag{7.20}
\end{equation*}
$$

then 7.15 holds for any initial distribution $\mu$.
The main result of 19 gives the existence, uniqueness, and exponential convergence with an explicit bound on the total variation norm. The authors of that paperwork work under the following set of assumptions. First, they assume that $S$ is countably infinite, $\Delta$ is a unique absorbing state, $P_{x}\left(\pi_{\Delta}<\infty\right)=1$ for all $x \in S$, as well as the following:

H1. There exists a finite non-empty $K \subsetneq S$ and a constant $c_{1}>0$ such that for all $t>0$,

$$
\inf _{x \in K} P_{x}\left(\pi_{\Delta}>t\right) \leq c_{1} \sup _{x \in K} P_{x}\left(\pi_{\Delta}>t\right)
$$

H2. There exists a finite $K \subsetneq S$ and $x_{0} \in K$ and constants $\lambda_{0}, c_{2}, c_{3}>0$ such that $\sup _{x \in S} E_{x}\left[\exp \left(\lambda_{0}\left(\sigma_{K} \wedge \sigma_{\Delta}\right)\right)\right] \leq c_{2}$ and $P_{x_{0}}\left(X_{t} \in K\right) \geq c_{3} \exp \left(-\lambda_{0} t\right)$ for all $t>0$.

H3. There exists $x_{0} \in K$ and a constant $c_{4}>0$ such that $\inf _{x \in S} P_{x}\left(\mathbb{X}_{1}=\right.$ $\left.x_{0} \mid \tau_{\Delta}>1\right) \geq c_{4}$.

In part, H1 and H3 allow us to extend the discussion to processes not satisfying our irreducibility condition HC-2. We will now show that when $S$ is irreducible, assumptions H2 and H3 imply all conditions of Theorem 7.2. Indeed, H2 implies 7.18) and 7.19). Since $P_{x}\left(\sigma_{x_{0}}<\sigma_{\Delta}\right) \geq P_{x}\left(\mathcal{X}_{1}=x_{0}\right)$, condition H3 implies 7.20 . The existence and uniqueness in 19 were established by obtaining uniform exponential bounds expressed in terms of the constants in H1,H2 and H3, yet no formula for the QSD was obtained and relies on mathematical apparatus specifically developed to prove convergence. The focus of this work is on existence and representation, and our convergence result is obtained through an application of the ergodic positive recurrent and aperiodic discrete-time Markov chains, which is applicable to the reverse chain from Section 3.2 .

Proof of Theorem 7.2. Let $m \in \mathbb{N}$ and let $d=1 / m$. The transition function $p^{d}$ is automatically irreducible. Moreover, (7.18) and 7.19), yield the analogous statements for $\mathbf{X}^{d}$. Therefore $\mathbf{X}^{d}$ satisfies the first set of assumptions of Theorem 2.2. This leads to the first two numbered conclusions and the claimed convergence along the subsequence $t_{n}=n d, n \in \mathbb{Z}_{+}$. As 7.20 implies the
analogous condition $\sqrt{2.8}$ for $\mathbf{X}^{d}$, the final conclusion also holds along this subsequence. Note that this is valid for all positive $d$ and that the unique QSD is independent of the choice of $d$.

It remains to prove the convergences along all sequences. Recall that $d=$ $1 / m, m \in \mathbb{N}$. For every $t$, let $[t]_{m}=\lfloor t m\rfloor$, the corresponding "time" for the process $\mathbf{X}^{1 / m}$. Observe that for every $t>0$

$$
P_{\mu}\left(X_{[t]_{m}}^{1 / m}=y\right) e^{-q_{y} / m} \leq P_{\mu}\left(\mathbb{X}_{t}=y\right)
$$

Or,

$$
P_{\mu}\left(\mathbb{X}_{t}=y\right) \geq e^{-q_{y} / m} P_{\mu}\left(X_{[t]_{m}}^{1 / m}=y\right) \underset{t \rightarrow \infty}{\sim} \nu(y) P_{\mu}\left(\tau_{\Delta}^{1 / m}>[t]_{m}\right)
$$

If $\tau_{\Delta}>\frac{1}{m}[t]_{m}$, because $\tau_{\Delta}^{1 / m} \geq m_{\Delta}$ and $[t]_{m} \leq t m$, it follows that $\left\{\tau_{\Delta}^{1 / m}>\right.$ $\left.[t]_{m}\right\} \supseteq\left\{m \sigma_{\Delta}>t m\right\}$. As a result,

$$
\liminf _{t \rightarrow \infty} P_{\mu}\left(\mathbb{X}_{t}=y \mid{\sigma_{\Delta}}>t\right) \geq \mathbb{N}(y) e^{-q_{y} / m} .
$$

Let $\nu_{t}=P_{\mu}\left(\mathbb{X}_{t} \in \cdot \mid \sigma_{\Delta}>t\right)$. Since $m$ is arbitrary, $\liminf _{t \rightarrow \infty} \nu_{t}(y) \geq \nu(y)$. Fatuo's lemma gives that for any $A \subset S, \liminf _{t \rightarrow \infty} \nu_{t}(A)=\liminf _{t \rightarrow \infty} \sum_{x \in A} \nu_{t}(x) \geq$ $\nu(A)$. Apply this to $A^{c}$ to obtain

$$
\nu\left(A^{c}\right) \leq \liminf _{t \rightarrow \infty} \sum_{x \in A^{c}} \nu_{t}(x)=1-\limsup _{t \rightarrow \infty} \sum_{x \in A} \nu_{t}(x) .
$$

Thus also $\lim \sup _{t \rightarrow \infty} \nu_{t}(A) \leq \nu(A)$, completing the proof.

### 7.4 Finite MGF Regime

We begin with the analog of Theorem 2.4
Theorem 7.3. Let $\lambda>0$ be in the finite $M G F$ regime. Then

1. If for some $\lambda^{\prime} \in(0, \lambda), \lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda^{\prime} \sigma_{\Delta}\right)\right]=\infty$ then there exists a QSD for $\mathbb{K}$ with absorption parameter $\lambda^{\prime}$.
2. If $\sup _{x} E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]<\infty$, then there does not exist a $Q S D$ for $\mathbb{K}$ with absorption parameter $\lambda$.

Proof. Fix some $d>0$. We prove the two assertions in order of appearance:

1. Let $0<\lambda^{\prime}<\lambda$ satisfies $\lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda^{\prime} \overleftarrow{v}_{\Delta}\right)\right]=\infty$. The first inequality in (7.9) gives $\lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda^{\prime} d \tau_{\Delta}^{d}\right)\right]=\infty$ for the discrete process $\mathbf{X}^{d}$. By Theorem 2.4-1, we conclude that $\mathbf{X}^{d}$ has a QSD with absorption parameter $\lambda d$, hence Proposition $7.4 \mathrm{implies} \mathbb{X}$ has a QSD with absorption parameter $\lambda$.
2. Given $\sup _{x} E_{x}\left[\exp \left(\lambda_{\sigma_{\Delta}}\right)\right]<\infty$, the second inequality in 7.9 gives $\sup _{x} E_{x}\left[\exp \left(\lambda d \tau_{\Delta}^{d}\right)\right]<$ $\infty$ for the discrete process $\mathbf{X}^{d}$. From Theorem 2.4-2, we conclude that $\mathbf{X}^{d}$ does not have a QSD with absorption parameter $\lambda d$. Thus, from Proposition 7.4, we obtain that $\mathbb{K}$ has no QSD with absorption parameter $\lambda$.

We also have the following analog of Corollary 2.1
Corollary 7.1. Let

$$
\lambda_{0}=\inf \left\{\lambda \in\left(0, \lambda_{c r}\right): \lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda_{\pi_{\Delta}}\right)\right]=\infty\right\}
$$

with the convention $\inf \emptyset=\infty$. Then for every $\lambda \in\left(\lambda_{0}, \lambda_{c r}\right]$ there exists a $Q S D$ with absorption parameter $\lambda$.

A special case is the main result of [10]. There, the authors proved the existence of a QSD under the assumption that for all $t>0$,

$$
\lim _{x \rightarrow \infty} P_{x}\left(\sigma_{\Delta} \leq t\right) \rightarrow 0
$$

This assumption implies $\lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda^{\prime} \sigma_{\Delta}\right)\right]=\infty$ for every $\lambda^{\prime}>0$, and therefore the corollary yields the existence of a QSD for every absorption parameter in the interval $\left(0, \lambda_{c r}\right]$.
Proof. For some $\lambda^{\prime}>0, \lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda^{\prime} d \tau_{\Delta}^{d}\right)\right]=\infty$ and Corollary 2.1 guarantees that $\mathbf{X}^{d}$ has a QSD with absorption parameter in $\left(\lambda^{\prime} d, \lambda_{c r} d\right]$. The result follows from Proposition 7.4 .

### 7.5 Martin Boundary

In this section, we provide a continuous-time version of Theorem 2.3. As in the previous sections, we adapt the results from the discrete setting.

Assume that $\lambda>0$ is in the finite MGF regime. Fix any $d>0$. Then the process $\mathbf{X}^{d}$ induces a Martin compactification, Definition 2.2 . As in the definition, we write $K^{d \lambda}, \partial^{d \lambda} M$ and $\left(M^{d \lambda}, \rho^{d \lambda}\right)$ for the corresponding Martin kernels, boundary and metric space. We also write $S^{d \lambda}$ for the elements in $\partial^{d \lambda} M$, which are QSDs for the transition function for $\mathbf{X}^{d}$ with absorption parameter $d \lambda$.

We need some preparations. First, we introduce the analogs of the kernels $K^{d \lambda}(\cdot, \cdot)$. For $x \in S$, define the kernel

$$
\begin{equation*}
\mathbb{K}^{\lambda}(x, y)=\frac{\int_{0}^{\infty} e^{\lambda s} P_{x}\left(\boldsymbol{K}_{s}=y\right) d s}{\int_{0}^{\infty} e^{\lambda s} P_{x}\left(\mathbb{J}_{\Delta}>s\right) d s} \tag{7.21}
\end{equation*}
$$

Note that by our assumption that $\lambda$ is in the finite MGF regime, both integrals are finite and nonzero. We make a connection with the kernels $K^{d \lambda}(\cdot, \cdot)$.

## Lemma 7.1.

$$
\mathbb{K}^{\lambda}(x, y)=\frac{\int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}(x, \cdot)}\left(\mathbb{K}_{s}=y\right) d s}{\int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}(x, \cdot)}\left(\mathbb{J}_{\Delta}>s\right) d s}
$$

Proof. The numerator in 7.21 can be rewritten as

$$
\begin{aligned}
\sum_{m=0}^{\infty} e^{d \lambda m} \int_{0}^{d} e^{\lambda s} P_{x}\left(\boldsymbol{K}_{d m+s}=y\right) d s & =\sum_{m=0}^{\infty} e^{d \lambda m} \int_{0}^{d} e^{\lambda s} E_{x}\left[P_{X_{m}^{d}}\left(\mathbb{X}_{s}=y\right)\right] d s \\
& =\sum_{m=0}^{\infty} \sum_{z} e^{d \lambda m} P_{x}\left(X_{m}^{d}=z\right) \int_{0}^{d} e^{\lambda s} P_{z}\left(\mathbb{X}_{s}=y\right) d s \\
& =\sum_{z} G^{d \lambda}(x, z) \int_{0}^{d} e^{\lambda s} P_{z}\left(\mathbb{K}_{s}=y\right) d s \\
& =G^{d \lambda}(x, \mathbf{1}) \int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}(x, \cdot)}\left(\boldsymbol{X}_{s}=y\right) d s
\end{aligned}
$$

and similarly, the denominator is equal to $G^{d \lambda}(x, \mathbf{1}) \int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}(x, \cdot)}\left(J_{\Delta}>s\right) d s$.

Proposition 7.5. Let $[\mathbf{x}] \in S^{d \lambda}$. Then

1. For every sequence $\left(x_{n}: n \in \mathbb{N}\right)$ of elments in $S$ which is in $[\mathbf{x}]$,

$$
\lim _{n \rightarrow \infty} \mathbb{K}^{\lambda}\left(x_{n}, y\right)=\frac{\int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}([\mathbf{x}], \cdot)}\left(\mathbb{K}_{s}=y\right) d s}{\int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}([\mathbf{x}], \cdot)}\left(\mathbb{J}_{\Delta}>s\right) d s}, y \in S
$$

Denote this limit by $\mathbb{K}^{\lambda}([\mathbf{x}], \cdot)$.
2. $y \rightarrow \mathbb{K}^{\lambda}([\mathbf{x}], \cdot)$ is a $Q S D$ for $\mathbb{K}$ with absorption parameter $\lambda$.

Proof. The first statement follows from applying the dominated convergence theorem to the identity in Lemma 7.1. Since $K^{d \lambda}([\mathbf{x}], \cdot)$ is a QSD for $\mathbf{X}^{d}$ with absorption parameter $d \lambda$, the second statement follows from Proposition 7.4.2 and the fact that $\mathbb{K}^{\lambda}([\mathbf{x}], \cdot)$ is a probability measure on $S$.

We are ready to state the analog of Theorem 2.3.
Theorem 7.4. Let $\lambda>0$ be in the finite $M G F$ regime for $\mathbb{X}$. Let $\nu$ be a $Q S D$ for $\mathbb{X}$ with absorption parameter $\lambda$. Then, there exists a probability measure $\hat{F}_{\nu}$ on $\partial^{d \lambda} M$ satisfying $\hat{F}_{\nu}\left(S^{d \lambda}\right)=1$ such that

$$
\nu(y)=\int \mathbb{K}^{\lambda}([\mathbf{x}], y) d \hat{F}_{\nu}([\mathbf{x}])
$$

Proof. By Proposition $7.41, \nu$ is a QSD for $\mathbf{X}^{d}$ with absorption parameter $d \lambda$. Theorem 2.3 then gives a probability measure $\bar{F}_{\nu}$ with $\bar{F}_{\nu}\left(S^{d \lambda}\right)=1$, satisfying

$$
\nu(y)=\int K^{d \lambda}([\mathbf{x}], y) d \bar{F}_{\nu}([\mathbf{x}])
$$

Since $\nu$ is a QSD for $\mathbb{X}$ with absorption paramter $\lambda$, for every $s>0$, $e^{\lambda s} P_{\nu}\left(\mathbb{K}_{s}=\right.$ $y)=\nu(y)$ and so $\nu(y)=\int_{0}^{d} e^{\lambda s} P_{\nu}\left(\boldsymbol{K}_{s}=y\right) d s$. An application of Fubini-Tonelli then gives

$$
\begin{aligned}
\nu(y) & =\int\left(\frac{1}{d} \int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}([\mathbf{x}], \cdot)}\left(\mathbb{K}_{s}=y\right) d s\right) d \bar{F}_{\nu}([\mathbf{x}]) \\
& =\int \mathbb{K}^{\lambda}([\mathbf{x}], y) \frac{\int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}([\mathbf{x}], \cdot)}\left(\mathbb{J}_{\Delta}>s\right) d s}{d} \bar{F}_{\nu}([\mathbf{x}]) \\
& =\int \mathbb{K}^{\lambda}([\mathbf{x}], y) d \hat{F}_{\nu}([\mathbf{x}]),
\end{aligned}
$$

where $\hat{F}_{\nu}$ is a measure absoultely continous with respect to $\bar{F}_{\nu}$, given by $\frac{d \hat{F}_{\nu}}{d \bar{F}_{\nu}}([\mathbf{x}])=$ $\frac{\int_{0}^{d} e^{\lambda s} P_{K^{d \lambda}([\mathbf{x}], \cdot)}\left(\tau_{\Delta}>s\right) d s}{d}$. As $\nu$ and each $\mathbb{K}^{\lambda}([\mathbf{x}], \cdot)$ are probability measures, it follows that $\hat{F}_{\nu}$ is a probability measure too.

### 7.6 Example: QSDs for Birth and Death Process

In [26], Van-Doorn obtained all QSDs for birth and death processes on $\mathbb{Z}_{+}$, which are eventually absorbed at -1 . This was done through a very detailed analysis of a spectral representation for the transition kernel of the process. Our work allows us to recover some of the main results using the general theory developed in earlier sections. We stress that the work in 26 contains many additional results, which we will not cover here, specifically regarding convergence.

In this section, we will drop $\mathbf{H C} \mathbf{- 1 , 2 , 3}$ to allow a more complete discussion consistent with the literature. We assume that $\mathbb{K}$ is a birth and death process on $\mathbb{Z}_{+} \cup\{-1\}$, with birth and death rates $\left(\lambda_{k}: k \in \mathbb{Z}_{+}\right)$and ( $\left.\mu_{k}: k \in \mathbb{Z}_{+}\right)$ respectively, which are all in $(0, \infty)$, and with -1 as a unique absorbing state. Letting

$$
\pi_{0}=1, \pi_{n}=\prod_{j=1}^{n} \frac{\lambda_{j-1}}{\mu_{j}}, n \in \mathbb{N}
$$

then

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{1}{\lambda_{n} \pi_{n}}=\infty \tag{7.22}
\end{equation*}
$$

which is equivalent to $\pi_{\Delta}<\infty$ a.s. from any initial distribution on $\mathbb{Z}_{+}$. 1 , Chapter 8]. We will assume that $(7.22$ holds. This also implies that the process does not explode. Thus, HC-1,2 automatically hold. Next, we introduce an array of random variables that are crucial for the analysis. Let $x \in \mathbb{Z}_{+}$and $y \in \mathbb{Z}_{+} \cup\{-1\}$ satisfying $x<y$ let $T_{x, y}$ be a random variable whose distribution is the same as $\tau_{y}$ under $P_{x}$. For each $y, T_{x, y} \preceq T_{x+1, y} \preceq \cdots$ and $T_{x, y+1} \preceq T_{x, y}$, where for two random variables $X$ and $Y, X \preceq Y$ means that $X$ is stochastically dominated by $Y$. Therefore, without loss of generality, we may assume all these RVs are realized in one probability space with the stochastic domination $\preceq$
replaced by a pointwise inequality $\leq$. With this, let $S_{y}=\lim _{x \rightarrow \infty} T_{x, y}$ and let $S=\sup S_{y}=S_{-1}$. This RV represents the passage time from $+\infty$ to $\Delta=-1$, and

$$
E[S]=\sum_{n=1}^{\infty} \frac{1}{\lambda_{n} \pi_{n}} \sum_{i=n+1}^{\infty} \pi_{i}
$$

see [1, Chapter 8]. In order to apply our results, we need the following lemma.
Lemma 7.2. 1. Suppose $E[S]<\infty$. Then:
(a) $\lambda_{c r} \in(0, \infty)$.
(b) $E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]<\infty$ if and only if $E[\exp (\lambda S)]<\infty$ if and only if $\lambda<\lambda_{c r}$.
(c) $E_{x}\left[\exp \left(\lambda_{c r} \pi_{\Delta} \wedge \tau_{x}\right)\right]<\infty$.
2. Suppose $E[S]=\infty$. Then $\lambda_{c r}=0$ or $\lambda_{c r}>0$. In the latter case, $\lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]=\infty$ for all $\lambda \leq \lambda_{c r}$.

Proof. Suppose $E[S]<\infty$. Let $y \in \mathbb{Z}_{+} \cup\{-1\}$, and define $h_{y}(t)=\sup _{x>y} P_{x}\left(\widetilde{\sigma}_{y}>\right.$ $t)=P\left(S_{y}>t\right)$. Thus, $h_{y}(t)<E\left[S_{y}\right] / t$. Since $h_{y}(t+s) \leq h_{y}(t) h_{y}(s)$, it follows from Fekete's lemma that $\lim _{t \rightarrow \infty} \frac{\ln h_{y}(t)}{t}=\inf _{t>0} \frac{\ln h_{y}(t)}{t}=-c_{y}$. Thus, for every $t>0$

$$
\begin{equation*}
-c_{y} \leq \frac{\ln h_{y}(t)}{t} \leq \ln \left(E\left[S_{y}\right] / t\right) / t \tag{7.23}
\end{equation*}
$$

And by choosing $t>E\left[S_{y}\right]$, the righthand side of 7.23 is strictly negative, which guarantees $c_{y}>0$. Since $S_{y}=\sum_{x=y}^{\infty} T_{x+1, x}$, it follows from dominated convergence that $E\left[S_{y}\right] \rightarrow 0$ as $y \rightarrow \infty$, using this in 7.23 shows that $c_{y} \rightarrow \infty$ as $y \rightarrow \infty$. Also, $c_{y}<\infty$ because $S_{y}$ stochastically dominates $T_{y+1, y}$ which is $\operatorname{Geom}\left(\lambda_{y+1}+\mu_{y+1}\right)$. From the definition of $c_{y}, E\left[\exp \left(\lambda S_{y}\right)\right]<\infty$ if $\lambda<c_{y}$ and $=\infty$ if $\lambda>c_{y}$. Also $S=S_{-1}$ is the independent sum of $S_{y}$ and $T_{y,-1}$. Thus for any $\lambda>0$,

$$
E[\exp (\lambda S)]=E\left[\exp \left(\lambda S_{y}\right)\right] E_{y}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]
$$

If the lefthand side is finite, then both terms on the right-hand side are finite. If the lefthand side is infinite, by choosing $y$ such that $c_{y}>\lambda$, the first term on the right-hand side is finite, and therefore the second term on the right-hand side is infinite. This also shows that $\lambda_{c r}=c_{-1}$. Finally, if $E\left[\exp \left(\lambda_{c r} S\right)\right]<\infty$, the family of $\mathrm{RVs}\left(T_{y,-1}: y \in \mathbb{Z}_{+}\right)$is uniformly integrable. This violates Proposition 2.4 whose proof is valid in the continuous time setting with only the change of notation. Since $\inf _{y} P_{y}\left(\sigma_{y}<\sigma_{\Delta}\right)>0, E_{x}\left[\exp \left(\lambda_{c r} \pi_{\Delta} \wedge \sigma_{x}\right)\right]<\infty$ as a result of Proposition 2.5. which is also valid in the present setting with the obvious adaptations.

Next, consider the case $E[S]=\infty$. If $\lambda_{c r}>0$, mononote convergence gives that for any $\lambda \in\left(0, \lambda_{c r}\right), \lim _{x \rightarrow \infty} E_{x}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]=E[\exp (\lambda S)]=\infty$.

With the lemma, we can prove the following characterization and description of QSDs for Birth and Death processes. This result is equivalent to 26 ,

Theorem 3.2], which was the first to characterize and describe all QSDs for Birth and Death processes through spectral analysis of the transition kernels and corresponding orthogonal polynomials.

Theorem 7.5 (Theorem 3.2, 26 ). 1. Suppose $E[S]<\infty$. Then $\lambda_{c r}>0$, and there exists a unique $Q S D$, which is also minimal.
2. Suppose that $E[S]=\infty$. Then either $\lambda_{c r}=0$ and there are no QSDs or $\lambda_{c r}>0$ and for every $\lambda \in\left(0, \lambda_{c r}\right]$ there exists a $Q S D$ with absorption parameter $\lambda$.
3. When exists, a $Q S D$ with absorption parameter $\lambda>0$ is unique and given by the formula

$$
\begin{equation*}
\mathbb{D}_{\lambda}(y)=\frac{\lambda}{q_{y}-\lambda} \frac{1}{E_{y}\left[\exp \left(\lambda \pi_{\Delta}\right), \pi_{\Delta}<\sigma_{y}\right]}, y \in S . \tag{7.24}
\end{equation*}
$$

We comment that letting $y=0$ in 7.24 , a straighforward calculation revelas that

$$
\nu_{\lambda}(0)=\frac{\lambda}{\mu_{0}}
$$

(this can be independently obtained from [26, equation (3.4)]). Thus, a necessary condition for the existence of a QSD with absorption parameter $\lambda$ is $\lambda<\mu_{0}$. As $\nu_{\lambda}(-1)=0$, these two initial values can be used to solve the system of difference equations resulting from (7.5).

We also comment that the argument leading to 7.24 is valid for any chain which is downward skip-free and that a simple calculation shows that when $E[S]<\infty$ and $\lambda \in\left(0, \lambda_{c r}\right)$, the pointwise limit of $\left(\mathbb{K}^{\lambda}(n, \cdot): n \in \mathbb{N}\right)$ along any convergent subsequence can be normalized to be a probability measure on $S$ which satisfies the system of difference equations resulting from 7.5 but is not a QSD.

Proof. If $E[S]<\infty$, Lemma $7.2-1$ guarantees that the conditions of Theorem 7.1 hold. This yields the existence and uniqueness of a minimal QSD. For $\lambda<\lambda_{c r}$, $\sup _{x} E_{x}\left[\exp \left(\lambda_{\sigma_{\Delta}}\right)\right] \leq E[\exp (\lambda S)]<\infty$ and therefore Theorem $7.3-2$ shows that no other QSDs exist.

If $E[S]=\infty$ and $\lambda_{c r}>0$, Lemma $7.2-2$ and Corollary 7.1 give the existence of QSDs for each of the absorption parameters in the range $\left(0, \lambda_{c r}\right]$. The remaining case is $E[S]=\infty$ and $\lambda_{c r}=0$. In this case, no QSDs exist, as this will lead to a violation of 1.5 for each of the discretized processes.

It remains to establish the representation formula. The formula holds in the infinite MGF regime due to 7.13 . Suppose that $\nu$ is a QSD with absorption parameter $\lambda$ in the finite MGF regime, then Theorem 7.4 implies that it is in the convex hull of $\mathbb{K}^{\lambda}([\mathbf{x}], \cdot)$ where $[\mathbf{x}]$ ranges over $S^{d \lambda}$. In particular, the latter is not empty. We will show that for any sequence ( $x_{n}: n \in \mathbb{N}$ ) satisfying $\lim _{n \rightarrow \infty} x_{n}=$ $\infty, \mathbb{K}^{\lambda}\left(x_{n}, \cdot\right)$ converges pointwise to a limit independent of the sequence, given by the formula in the statement of the theorem. As by assumption $S^{d \lambda}$ is not empty, this guarantees that $S^{d \lambda}$ has a unique element equal to that limit.

Indeed,

$$
\mathbb{K}^{\lambda}\left(x_{n}, y\right)=\frac{E_{x_{n}}\left[\exp \left(\lambda \sigma_{y}\right)\right] I_{\lambda}(y)}{E_{x_{n}}\left[\int_{0}^{\sigma_{0}} e^{\lambda s} d s\right]}
$$

where $I_{\lambda}(y)=\int_{0}^{\infty} e^{\lambda s} P_{y}\left(\boldsymbol{X}_{s}=y\right) d s$. The denominator is equal to $\frac{1}{\lambda}\left(E_{x_{n}}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]-1\right)$. Lemma $7.2+2$ gives that $\lim _{n \rightarrow \infty} E_{x_{n}}\left[\exp \left(\lambda_{\pi_{\Delta}}\right)\right]=\infty$. By the strong Markov property, $E_{x_{n}}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]=E_{x_{n}}\left[\exp \left(\lambda \tau_{y}\right)\right] E_{y}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]$, and therefore the denominator is asymptotically equivalent to $E_{x_{n}}\left[\exp \left(\lambda \tau_{y}\right)\right] \lambda^{-1} E_{y}\left[\exp \left(\lambda \sigma_{\Delta}\right)\right]$, resulting in

$$
\lim _{n \rightarrow \infty} \mathbb{K}^{\lambda}\left(x_{n}, y\right)=\frac{\lambda I_{\lambda}(y)}{E_{y}\left[\exp \left(\lambda \sigma_{\Delta}\right)\right]}
$$

We evaluate $I_{\lambda}(y)$. Let $J=\inf \left\{t \in \mathbb{R}_{+}: \mathbb{X}_{t} \neq \mathbb{X}_{t-}\right\}$, the time of the first jump. Under $P_{y}, J \sim \operatorname{Exp}\left(q_{y}\right)$. Breaking the integral in the definition of $I_{\lambda}(y)$ we have

$$
I_{\lambda}(y)=E_{y}\left[\int_{0}^{J} e^{\lambda s} d s\right]+E_{y}\left[\exp \left(\lambda \tau_{y}\right), \tau_{y}<\sigma_{\Delta}\right] I_{\lambda}(y)
$$

and so

$$
I_{\lambda}(y)=\frac{E_{y}[\exp (\lambda J)]-1}{\lambda\left(1-E_{y}\left[\exp \left(\lambda \tau_{y}\right), \sigma_{y}<\sigma_{\Delta}\right]\right)}
$$

which in turn gives

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathbb{K}^{\lambda}\left(x_{n}, y\right) & =\frac{E_{y}[\exp (\lambda J)]-1}{E_{y}\left[\exp \left(\lambda \pi_{\Delta}\right)\right]\left(1-E_{y}\left[\exp \left(\lambda \sigma_{y}\right), \sigma_{y}<\sigma_{\Delta}\right]\right)} \\
& =\frac{\lambda}{q_{y}-\lambda} \frac{1}{E_{y}\left[\exp \left(\lambda \sigma_{\Delta}\right), \pi_{\Delta}<\sigma_{y}\right]}
\end{aligned}
$$

## 8 Analysis of Minimal QSDs for a One-Parameter Family

### 8.1 Main Results

In this section, we study in detail the minimal QSDs for one-parameter family processes, all of which are special cases of the rooted tree of Section 6.5. We show that for some values of the parameter, $\lambda_{c r}$ is in the infinite MGF regime, and for others, it is in the finite MGF regime. Moreover, when the latter alternative holds, the minimal QSDs form a two-dimensional convex cone (Proposition 8.3), and although the chain is aperiodic, the limiting conditional probabilities exhibit periodicity (Theorem 8.1).

The model is essentially two birth and death chains glued at zero. Fix $q \in\left(\frac{1}{2}, 1\right)$, let $\delta \in(0, q]$, and set $r=q-\delta$. Consider the Markov chain $\mathbf{X}=$ $\left(X_{n}: n \in \mathbb{Z}_{+}\right)$on $\mathbb{Z} \cup\{\Delta\}$ with transitions as in Figure 3 Let $\lambda_{c r}$ be the critical absorption parameter for $\mathbf{X}$, for $x \in \mathbb{Z} \cup\{\Delta\}$ define $\tau_{x}=\inf \left\{n \in \mathbb{Z}_{+}: X_{n}=x\right\}$ and write $P_{x}$ for the probability of $\mathbf{X}$.


Figure 3: Transition Probabilities Diagram

We first examine the dependence of the critical absorption parameter $\lambda_{c r}$ on $\delta$. To do that, let $\lambda_{0}$ denote the critical absorption parameter for the system restricted to $\mathbb{Z}_{+}$(or equivalently $-\mathbb{Z}_{+}$) and absorbed when hitting 0 .
Proposition 8.1. 1. $\exp \left(-\lambda_{0}\right)=2 \sqrt{q(1-q)}$
2. Let $\delta_{c r}=\sqrt{q}(\sqrt{q}-\sqrt{1-q})$. Then

$$
\exp \left(-\lambda_{c r}\right)= \begin{cases}q-\delta+\frac{q(1-q)}{q-\delta} & \delta \in\left(0, \delta_{c r}\right) \\ \exp \left(-\lambda_{0}\right) & \delta \in\left[\delta_{c r}, q\right]\end{cases}
$$

Moreover,

| $\delta \in$ | $\left(0, \delta_{c r}\right)$ | $\left\{\delta_{c r}\right\}$ | $\left(\delta_{c r}, q\right]$ |
| :---: | :---: | :---: | :---: |
| $\lambda_{c r}$ | $<\lambda_{0}$ | $=\lambda_{0}$ |  |
| $E_{0}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]$ | $=\infty$ | $<\infty$ |  |

In particular, $\lambda_{c r}$ is in the finite or infinite MGF regime according to the value of $\delta$.

We now present the results on the minimal QSDs according to the value of $\delta$.
Proposition 8.2. Let $\delta \leq \delta_{c r}$. Then

1. $\lambda_{c r}$ is in the infinite $M G F$ regime and condition (2.1) holds. In particular, $\mathbf{X}$ has a unique minimal $Q S D$ given by

$$
\nu_{c r}(x)=\frac{e^{\lambda_{c r}}-1}{E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]}, x \in \mathbb{Z}
$$

2. Condition 2.3 holds if and only if $\delta<\delta_{c r}$.

Next, we discuss the case $\delta>\delta_{c r}$. It follows from Corollary 2.1 that for every $\lambda \in\left(0, \lambda_{c r}\right]$, there exists a QSD with absorption parameter $\lambda$. For real $y$, we adopt the convention $y_{+}=\max (y, 0), y_{-}=(-y)_{+}=\max (-y, 0)$. Let

$$
\rho=\sqrt{\frac{1-q}{q}} \in(0,1) .
$$



Figure 4: absorption parameter dependence on $\delta$ when $q=0.95$

With this,

$$
\delta_{c r}=q-q \rho .
$$

Since $r+\delta=q$, we have that $r<q-\delta_{c r}=q \rho=\sqrt{q(1-q)}$. As a result, in the $\delta>\delta_{c r}$ regime, we have

$$
\begin{aligned}
& r=\alpha \sqrt{q(1-q)}, \text { for some } \alpha \in[0,1) \\
& \delta=q-\alpha \sqrt{q(1-q)}=q(1-\alpha \rho)
\end{aligned}
$$

Proposition 8.3. Let $\delta>\delta_{c r}$. Then the set of minimal QSDs $S^{\lambda}$ is a twodimensional convex cone spanned by $\left\{\mu_{+}^{\lambda_{0}}, \mu_{-}^{\lambda_{0}}\right\}$, where

$$
\mu_{ \pm}^{\lambda_{0}}(y)=\frac{(1-\rho)^{2}}{1-\rho \alpha} \rho^{|y|} \times \begin{cases}1 & y=0  \tag{8.2}\\ \frac{1}{2}+(1-\alpha) y_{ \pm} & y \in \mathbb{Z}-\{0\}\end{cases}
$$

Define the minimal QSD $\mu^{\lambda_{0}}$,

$$
\mu^{\lambda_{0}}(y)=\frac{1}{2}\left(\mu_{+}^{\lambda_{0}}+\mu_{-}^{\lambda_{0}}\right)(y)=\frac{(1-\rho)^{2}}{1-\rho \alpha} \rho^{|y|} \times \begin{cases}1 & y=0 \\ \frac{1}{2}+\frac{1}{2}(1-\alpha)|y| & y \in \mathbb{Z}-\{0\}\end{cases}
$$

We have the following result
Theorem 8.1. Suppose $\delta>\delta_{\text {cr }}$. For $x, y \in \mathbb{Z}$, define

$$
\begin{align*}
& h(x)=\frac{(1-\alpha)|x|}{1+(1-\alpha)|x|}  \tag{8.3}\\
& \kappa(x)=\operatorname{sgn}(x) h(x)
\end{align*}
$$

Then

1. $\lim _{n \rightarrow \infty} P_{x}\left(X_{2 n}=y \mid \tau_{\Delta}>2 n\right)=\mu^{\lambda_{0}}(y)+\mathbf{1}_{2 \mathbb{Z}}(y-x) \kappa(x) \frac{\mu_{+}^{\lambda_{0}}(y)-\mu_{-}^{\lambda_{0}}(y)}{2}$.
2. $\lim _{n \rightarrow \infty} P_{x}\left(X_{2 n+1}=y \mid \tau_{\Delta}>2 n+1\right)=\mu^{\lambda_{0}}(y)+\mathbf{1}_{2 \mathbb{Z}+1}(y-x) \kappa(x) \frac{\mu_{+}^{\lambda_{0}}(y)-\mu_{-}^{\lambda_{0}}(y)}{2}$.

In other words, the conditional probabilities along each of the subsequences of even times and odd times converge to explicitly identifiable limits. On each such sequence, the limit is not a QSD, with one notable exception, $x=0$, where the limit is $\mu^{\lambda_{0}}$. When $x \neq 0$, the restriction of the limit to even integers and the restriction to the odd integers are each given by convex combinations of the QSDs in Proposition 8.3. one of which is $\mu^{\lambda_{0}}$.

### 8.2 Proof of Proposition 8.1

Let $\mathbf{Y}=\left(Y_{n}: n \in \mathbb{Z}_{+}\right)$be the Birth and Death process with transitions as in Figure 5. Clearly, this transition function satisfies Assumption HD-1, HD-2 and HD-3.


Figure 5: The Birth \& Death Process Y

For $y \in \mathbb{Z}_{+} \cup\{\Delta\}$, let $\tau_{y}^{Y}=\inf \left\{n \in \mathbb{N}: Y_{n}=y\right\}$. We also need the induced process $\mathbf{Y}^{0}$, defined as follows:

$$
Y_{n}^{0}=Y_{n} \mathbf{1}_{\left\{\tau_{0}^{Y}>n\right\}} .
$$

That is, $\mathbf{Y}^{0}$ is $\mathbf{Y}$, absorbed at 0 . Note that the distribution of $\mathbf{Y}$ starting from $x$ coincides with the distribution of $|\mathbf{X}|$ starting from $x \in \mathbb{Z}_{+}$, and that the distribution of $\mathbf{Y}^{0}$ starting from $x \in \mathbb{N}$ coincides with the distribution of $|\mathbf{X}|+1$ with $\alpha=0$ (hence $\delta=q$ ), starting from $x+1$. Thus, we can reduce the discussion to the auxiliary birth and death process from Figure 5

Proof of Proposition 8.1. Starting from $x \geq 1, \mathbf{Y}$ must pass through 0 in order to get to $\Delta$. Therefore for all values of $\delta, \lambda_{c r} \leq \lambda_{0}$.

Step 1: Calculation of $\lambda_{0}$. Define $f(x)=f(x, \lambda)=E_{x}\left[\exp \left(\lambda \tau_{0}\right)\right], x \in \mathbb{N}$, and condition on the first step from $x$ and spatial homogeneity of the process to obtain

$$
\begin{aligned}
& f(1)=e^{\lambda}[q+(1-q) f(2)] \text { and } \\
& =e^{\lambda}\left[q+(1-q) f^{2}(1)\right]
\end{aligned}
$$

Hence we have a quadratic equation for $f(1)=f$ :

$$
e^{\lambda}(1-q) f^{2}-f+e^{\lambda} q=0
$$

The quadratic formula gives

$$
\begin{equation*}
f_{1,2}(1)=\frac{1 \pm \sqrt{1-4 e^{2 \lambda}(1-q) q}}{2 e^{\lambda}(1-q)} \tag{8.4}
\end{equation*}
$$

Suppose $\lambda<\lambda_{c r}$. Then since $f(1)$ is real-valued, we must have $e^{\lambda} \leq \frac{1}{2 \sqrt{(1-q) q}}$. Also, since in this region, the function $\lambda \rightarrow f(1, \lambda)$ is increasing, we have $f(1, \lambda)=\frac{1-\sqrt{1-4 e^{2 \lambda}(1-q) q}}{2 e^{\lambda}(1-q)}$. With this, we conclude that

$$
\begin{equation*}
e^{\lambda_{0}}=\frac{1}{2 \sqrt{(1-q) q}}, \quad E_{1}\left[\exp \left(\lambda_{0} \tau_{0}\right)\right]=f\left(1, \lambda_{0}\right)=\sqrt{\frac{q}{1-q}}<\infty \tag{8.5}
\end{equation*}
$$

Step 2. Calculation of $\lambda_{c r}$. Similar first-step analysis applied to $v=v(\lambda)=$ $E_{0}\left[\exp \left(\lambda \tau_{\Delta}\right)\right]$ gives

$$
v=e^{\lambda}[\delta+r v+(1-q) f v]
$$

where here $f=f(1, \lambda)$. That is,

$$
v\left[\left(1-e^{\lambda}(q-\delta+(1-q) f)\right]=e^{\lambda} \delta\right.
$$

Hence

$$
\begin{equation*}
v(\lambda)=\frac{e^{\lambda} \delta}{1-e^{\lambda}(q-\delta+(1-q) f)} \tag{8.6}
\end{equation*}
$$

Using the fact that $u$ is non-decreasing as a function of $\lambda, u$ is finite if and only if $e^{\lambda}(q-\delta+(1-q) f)<1$. This implies

$$
\begin{equation*}
\lambda_{c r}=\sup \left\{\lambda>0: e^{\lambda}(q-\delta+(1-q) f)<1\right\} \tag{8.7}
\end{equation*}
$$

(here we take $\sup \emptyset=0$ ). Since we already know that $\lambda_{c r} \leq \lambda_{0}$, this supremum is finite, and we only need to consider $\lambda \leq \lambda_{0}$. The supremum is clearly nondecreasing in $\delta$. We examine the two extreme values for $\delta$ :

- When $\delta=0, e^{\lambda}(q+(1-q) f)>1$ for all $\lambda>0$ and therefore the supremum is zero.
- For $\delta=q, e^{\lambda_{0}}\left(0+(1-q) f\left(1, \lambda_{0}\right)\right)=\frac{1}{2}<1$, and so $\lambda_{c r}=\lambda_{0}$.

From (8.7), $\lambda_{c r}=\lambda_{0}$ if and only if

$$
e^{\lambda_{0}}\left(q-\delta+(1-q) f\left(1, \lambda_{0}\right)\right) \leq 1
$$

or equivalently,

$$
\delta \geq q+(1-q) f\left(1, \lambda_{0}\right)-e^{-\lambda_{0}}=q-\sqrt{q(1-q)}=\sqrt{q}(\sqrt{q}-\sqrt{1-q})=\delta_{c r}
$$

By (8.6), $u\left(\lambda_{0}\right)=\infty$ when $\delta=\delta_{c r}$ and $u\left(\lambda_{0}\right)<\infty$ when $\delta>\delta_{c r}$.
It remains to find $\lambda_{c r}$ when $\delta<\delta_{c r}$. Because $\delta<\delta_{c r}$, we have $e^{\lambda_{0}}[q-\delta+$ $\left.(1-q) f\left(\lambda_{0}\right)\right]>1$, and therefore $\lambda_{c r}$ is the unique solution in $\left(0, \lambda_{0}\right)$ to

$$
e^{\lambda}[q-\delta+(1-q) f(\lambda)]=1
$$

and from 8.7), $u\left(\lambda_{c r}\right)=\infty$. Since $f=\frac{1-\sqrt{1-4 e^{2 \lambda}(1-q) q}}{2 e^{\lambda}(1-q)}$ the equation to be solved becomes

$$
\begin{equation*}
e^{\lambda}\left[q-\delta+\frac{1-\sqrt{1-4 e^{2 \lambda}(1-q) q}}{2 e^{\lambda}}\right]=1 \tag{8.8}
\end{equation*}
$$

After simplifying (8.8), we obtain the expression in the statement of the proposition, completing the proof.

### 8.3 Proof of Proposition 8.2

Proof of Proposition 8.2. In the case $\delta<\delta_{c r}$, Proposition 8.1 gives $E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right)\right]=$ $\infty$. We examine

$$
E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]
$$

The key is to show

$$
\begin{equation*}
E_{0}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{0}\right]<\infty \tag{8.9}
\end{equation*}
$$

We consider two cases:

1. $\delta<\delta_{c r}$. In this case, $\lambda_{c r}<\lambda_{0}$, by Definition 1.2, we have

$$
E_{0}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{0}\right]<\infty
$$

2. $\delta=\delta_{c r}$. In this case $\lambda_{c r}=\lambda_{0}$, condition on the first step from $x=0$ and spatial homogeneity of the process yields

$$
E_{0}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{0}\right]=\delta e^{\lambda_{c r}}<\infty
$$

Therefore, by (8.9) and the irreducibility we conclude for $x \in S$,

$$
E_{x}\left[\exp \left(\lambda_{c r} \tau_{\Delta}\right), \tau_{\Delta}<\tau_{x}\right]<\infty
$$

which satisfies the necessary and sufficient condition in Theorem 2.1 and hence we obtain a unique minimal QSD given by 2.2 .

Next, for $\lambda \leq \lambda_{0}$, we define $u(\lambda)=E_{0}\left[\exp \left(\lambda \tau_{0}\right), \tau_{0}<\tau_{\Delta}\right]$. Conditioning on the first step

$$
u(\lambda)=(q-\delta) e^{\lambda}+(1-q) e^{\lambda} f(\lambda)
$$

where $f(\lambda)=E_{1}\left[\exp \left(\lambda \tau_{0}\right), \tau_{0}<\tau_{\Delta}\right]$. The proof of Proposition 8.1 gives $f(\lambda)$ (see the discussion below 8.4), and so

$$
u(\lambda)=(q-\delta) e^{\lambda}+\frac{1-\sqrt{1-4 q(1-q) e^{2 \lambda}}}{2}
$$

We have two cases:

1. $\delta<\delta_{c r}$. In this case, $\lambda_{c r}<\lambda_{0}$, the left derivative of $u(\lambda)$ at $\lambda_{c r}$ is finite, and therefore $E_{0}\left[\exp \left(\lambda_{c r} \tau_{0}\right) \tau_{0}, \tau_{0}<\tau_{\Delta}\right]<\infty$.
2. $\delta=\delta_{c r}$. In this case, $\lambda_{c r}=\lambda_{0}$, the left derivative of $u(\lambda)$ at $\lambda_{0}$ is infinite, and therefore $E_{0}\left[\exp \left(\lambda_{0} \tau_{0}\right) \tau_{0}, \tau_{0}<\tau_{\Delta}\right]=\infty$.

Hence, by Proposition $\sqrt[1.2]{2} 2$, Propostion 3.3 and the irreducibility we conclude for $x \in S$,

$$
E_{x}\left[\exp \left(\lambda_{c r} \tau_{x}\right) \tau_{x}, \tau_{x}<\tau_{\Delta}\right]<\infty
$$

if and only if $\delta<\delta_{c r}$, completing the proof.

### 8.4 Proof of Proposition 8.3

Throughout this section, we assume $\delta>\delta_{c r}$, a case in which the critical absorption parameter for all of the three processes $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Y}^{0}$ is the same and is equal to $\lambda_{0}$. Moreover, $\lambda_{0}$ is in the finite MGF regime for all three processes by Proposition 8.1.

Lemma 8.1. 1. $\mathbf{Y}^{0}$ has a unique minimal $Q S D \nu^{\lambda_{0}, 0}$ given by

$$
\nu^{\lambda_{0}, 0}(y)=(1-\rho)^{2} y \rho^{y-1}, y \in \mathbb{N}
$$

2. $\mathbf{Y}$ has a unique minimal $Q S D \nu^{\lambda_{0}}$ given by

$$
\nu^{\lambda_{0}}(y)=\frac{(1-\rho)^{2}}{1-\rho \alpha}(1+(1-\alpha) y) \rho^{y}, y \in \mathbb{Z}_{+}
$$

Because $\lambda_{0}$ is in the finite MGF regime and both $\mathbf{Y}$ and $\mathbf{Y}^{0}$ satisfy condition 2.11 , it follows from Proposition 2.3 -2, that each has unique minimal QSD, and so the identities above can be verified by direct computation. Alternatively, a proof of the first can be found in [20, Proposition 6] or (18, Theorem 5.1], and a proof of the second can be found in 24 .

Proof of Proposition 8.3. Suppose $\nu$ is a minimal QSD for $\mathbf{X}$. Define

$$
\begin{aligned}
& \alpha(y)= \begin{cases}\nu(y)+\nu(-y) & y \neq 0 \\
\nu(0) & y=0\end{cases} \\
& \beta(y)=\nu(y)-\nu(-y) .
\end{aligned}
$$

A straightforward verification whose details are omitted reveals that the restriction of $\alpha$ to $\mathbb{Z}_{+}$satisfies the system of equations 1.6 for the transition function for $\mathbf{Y}$ with $\lambda=\lambda_{0}$. The set of solutions to this equation is one dimensional (the equation for $j=0$ shows that $\nu(0)$ uniquely determines $\nu(1)$, and these two determine $\nu(j)$ for all $j=1, \ldots)$, and as $\nu^{\lambda_{0}}$ is a strictly positive solution to the equations, we have that for some $c>0$

$$
\alpha(y)=c \nu^{\lambda_{0}}(|y|), y \in \mathbb{Z}
$$

Summing over $y \in \mathbb{Z}_{+}$, the righthand side gives $c$, and the lefthand side gives 1 . Therefore $c=1$. An identical argument leads to the conclusion that there exists some constant $c$ such that the restriction of $\beta$ to $\mathbb{N}$ is $c \nu^{\lambda_{0}, 0}$, and as a result

$$
\beta(y)=c \cdot \operatorname{sgn}(y) \nu^{\lambda_{0}, 0}(|y|), y \in \mathbb{Z} .
$$

Since $\nu(0)=\alpha(0)$ and for all other $y, \nu(y)=\frac{\alpha(y)+\beta(y)}{2}$, we have

$$
\nu(y)= \begin{cases}\nu^{\lambda_{0}}(0) & y=0 \\ \frac{1}{2}\left(\nu^{\lambda_{0}}(|y|)+c \cdot \operatorname{sgn}(y) \nu^{\lambda_{0}, 0}(|y|)\right) & y \neq 0\end{cases}
$$

For all values of $c$, the function on the righthand side sums to 1 . It also satisfies (1.6) for the transition function for $\mathbf{X}$ with $\lambda=\lambda_{0}$. It is nonnegative and, therefore, a minimal QSD if and only if

$$
\inf _{y \in \mathbb{N}} \nu^{\lambda_{0}}(y)-|c| \nu^{\lambda_{0}, 0}(y) \geq 0
$$

Using the explicit formulas for the two QSDs in the inequality, we obtain

$$
|c| \leq \inf _{y \in \mathbb{N}} \frac{\rho(1+(1-\alpha) y)}{(1-\rho \alpha) y}=\frac{\rho(1-\alpha)}{1-\rho \alpha}
$$

Therefore $\nu$ is necessarily a convex combination of the two QSDs obtained by choosing $c= \pm \frac{\rho(1-\alpha)}{1-\rho \alpha}$, which we respectively denote by $\mu_{ \pm}^{\lambda}$, and are given by

$$
\begin{equation*}
\mu_{ \pm}^{\lambda_{0}}(y)=\frac{1}{2}\left(1+\delta_{0}(y)\right) \nu^{\lambda_{0}}(|y|) \pm \frac{1}{2} \frac{\rho(1-\alpha)}{1-\rho \alpha} \operatorname{sgn}(y) \nu^{\lambda_{0}, 0}(|y|) \tag{8.10}
\end{equation*}
$$

Hence Lemma 8.1-1 and -2 give

$$
\mu_{ \pm}^{\lambda_{0}}(y)=\frac{(1-\rho)^{2}}{1-\rho \alpha} \rho^{|y|} \times \begin{cases}1 & y=0 \\ \frac{1}{2}+(1-\alpha) y_{ \pm} & y \in \mathbb{Z}-\{0\}\end{cases}
$$

### 8.5 Proof of Theorem 8.1

To distinguish between probabilities and expectations for $\mathbf{X}$ and $\mathbf{Y}^{0}$, we denote the distribution of $\mathbf{Y}$ starting from (state or distribution) • by $Q$.. The proof of the theorem requires the following results that show the asymptotic distribution of $\mathbf{Y}^{0}$ and $\mathbf{Y}$, respectively.

Lemma 8.2. 1. Suppose $x, y \in \mathbb{N}$. Then

$$
\begin{aligned}
Q_{x}\left(Y_{n}=y, \tau_{0}^{Y}>n\right) & \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} x \rho^{-x} y \rho^{y} \mathbf{1}_{\{y \in x-n+2 \mathbb{Z}\}} \\
& =e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} x \rho^{-x} \frac{\mathbf{1}_{\{y \in x-n+2 \mathbb{Z}\}} \rho}{(1-\rho)^{2}} \nu^{\lambda_{0}, 0}(y)
\end{aligned}
$$

2. Suppose $x \in \mathbb{N}$. Then

$$
Q_{x}\left(\tau_{0}^{Y}>n\right) \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} x \rho^{-x} \frac{\rho}{\left(1-\rho^{2}\right)^{2}} \begin{cases}2 \rho & n \in x+2 \mathbb{Z} \\ 1+\rho^{2} & n \in x+2 \mathbb{Z}-1\end{cases}
$$

Lemma 8.3. Suppose $\delta>\delta_{c r}$ and let $r=\alpha \sqrt{q(1-q)}$ for some $\alpha \in[0,1)$. Then for $x, y \in \mathbb{Z}_{+}$

1. $Q_{x}\left(Y_{n}=y, \tau_{\Delta}^{Y}>n\right) \sim \frac{(1-\rho)^{2}}{1-\alpha \rho} \rho^{y}(1+(1-\alpha) y) Q_{x}\left(\tau_{\Delta}^{Y}>n\right)$.
2. 

$$
\begin{aligned}
Q_{x}\left(\tau_{\Delta}^{Y}>n\right) & \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \frac{(1-\alpha \rho) \rho^{-x}}{\left[\left(1-\rho^{2}\right)\left(1-\alpha^{2}\right)\right]^{2}} \\
& \times\binom{ 1+\rho^{2}}{2 \rho} \cdot\left[J_{2}^{x+n}\left(\binom{1+\alpha^{2}}{2 \alpha}+\left(1-\alpha^{2}\right) x\binom{1}{\alpha}\right)\right]
\end{aligned}
$$

Where $J_{2}$ is the $2 \times 2$ exchange matrix.
As also shown in 24], Lemma 8.2 and Lemma 8.3 imply that the limiting conditional distributions exist and are given by:

Corollary 8.1. 1 .

$$
Q_{x}\left(Y_{n}=y \mid \tau_{0}^{Y}>n\right) \sim \nu^{\lambda_{0}, 0}(y) \times \begin{cases}\mathbf{1}_{2 \mathbb{N}}(y) \frac{(1+\rho)^{2}}{2 \rho} & n \in x+2 \mathbb{Z} \\ \mathbf{1}_{2 \mathbb{N}-1}(y) \frac{(1+\rho)^{2}}{1+\rho^{2}} & n \in x+2 \mathbb{Z}-1\end{cases}
$$

2. Suppose $\delta>\delta_{c r}$. Then

$$
Q_{x}\left(Y_{n}=y \mid \tau_{\Delta}^{Y}>n\right) \sim \frac{(1-\rho)^{2}}{1-\rho \alpha} \rho^{y}(1+(1-\alpha) y) \sim \nu^{\lambda_{0}}(y)
$$

We will give the proof of Lemma 8.2 and Lemma 8.3 in Section 8.6 ,
Proof of Theorem 8.1. Obsevre that for every $x \in \mathbb{Z}$, the distribution of $|\mathbf{X}|$ under $P_{x}$ coincides with the distribution of $\mathbf{Y}$ under $Q_{|x|}$, and in particular,

$$
P_{x}\left(X_{n}=0 \mid \tau_{\Delta}>n\right)=Q_{|x|}\left(Y_{n}=0 \mid \tau_{\Delta}^{Y}>n\right) \rightarrow \nu^{\lambda_{0}}(0)
$$

Next, consider $P_{x}\left(X_{n}=y \mid \tau_{\Delta}>n\right)$ for general $y \in \mathbb{Z} \backslash\{0\}$. Assume for simplicity $x \geq 0$, we have

$$
\begin{equation*}
P_{x}\left(X_{n}=y, \tau_{\Delta}>n\right)=\mathbf{1}_{\{x y \geq 0\}} P_{x}\left(X_{n}=y, \tau_{0}>n\right)+P_{x}\left(X_{n}=y, \tau_{0} \leq n\right) \tag{8.11}
\end{equation*}
$$

By the Strong Markov property and the symmetry with respect to 0 , the second summand on the righthand side is equal to

$$
\begin{equation*}
\frac{1}{2} Q_{x}\left(Y_{n}=|y|, \tau_{0}^{Y} \leq n\right)=\frac{1}{2}\left(Q_{x}\left(Y_{n}=|y|\right)-Q_{x}\left(Y_{n}=|y|, \tau_{0}^{Y}>n\right)\right) \tag{8.12}
\end{equation*}
$$

Combine 8.11

$$
\begin{equation*}
P_{x}\left(X_{n}=y, \tau_{\Delta}>n\right)=\frac{1}{2} Q_{x}\left(Y_{n}=|y|\right)+\frac{1}{2} \operatorname{sgn}(x y) Q_{x}\left(Y_{n}=|y|, \tau_{0}^{Y}>n\right) \tag{8.13}
\end{equation*}
$$

However, the second summand on the righthand side is nonzero only when $y$ and $x-n$ have the same parity.

Thus, we will consider the convergence for $x-n$ even and $x-n$ odd, respectively. In particular, since processes $\mathbf{X}$ and $\mathbf{Y}$ won't be affected by the parity, we sum over all $y$ and use

$$
\begin{aligned}
Q_{x}\left(\tau_{\Delta}^{Y}>n\right) & \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \frac{(1-\alpha \rho) \rho^{-x}}{\left[\left(1-\rho^{2}\right)\left(1-\alpha^{2}\right)\right]^{2}} \\
& \times\binom{ 1+\rho^{2}}{2 \rho} \cdot\left[\left(\binom{1+\alpha^{2}}{2 \alpha}+\left(1-\alpha^{2}\right) x\binom{1}{\alpha}\right)+\left(\binom{2 \alpha}{1+\alpha^{2}}+\left(1-\alpha^{2}\right) x\binom{\alpha}{1}\right)\right] \\
& \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \frac{(1-\alpha \rho) \rho^{-x}(1+(1-\alpha) x)}{[(1-\rho)(1-\alpha)]^{2}}
\end{aligned}
$$

We have the following two cases:

- If $x-n$ even, using equation 8.13, Lemma 8.2 and Lemma 8.3

$$
\begin{align*}
& P_{x}\left(X_{n}=y \mid \tau_{\Delta}>n\right) \sim \frac{1}{2} \frac{Q_{x}\left(Y_{n}=|y|\right)}{Q_{x}\left(\tau_{\Delta}^{Y}>n\right)}+\frac{1}{2} \operatorname{sgn}(x y) \mathbf{1}_{\{y \in 2 \mathbb{Z}\}} \frac{Q_{x}\left(Y_{n}=|y|, \tau_{0}^{Y}>n\right)}{Q_{x}\left(\tau_{\Delta}^{Y}>n\right)}  \tag{8.14}\\
&(8.14) \tag{8.15}
\end{align*}
$$

- Similarly, if $x-n$ odd,

$$
\begin{align*}
P_{x}\left(X_{n}=y \mid \tau_{\Delta}>n\right) & \sim \frac{1}{2} \frac{Q_{x}\left(Y_{n}=|y|\right)}{Q_{x}\left(\tau_{\Delta}^{Y}>n\right)}+\frac{1}{2} \operatorname{sgn}(x y) \mathbf{1}_{\{y \in 2 \mathbb{Z}+1\}} \frac{Q_{x}\left(Y_{n}=|y|, \tau_{0}^{Y}>n\right)}{Q_{x}\left(\tau_{\Delta}^{Y}>n\right)}  \tag{8.16}\\
& \sim \frac{1}{2}\left(1+\delta_{0}(y)\right) \nu^{\lambda_{0}}(|y|)+\frac{1}{2} \operatorname{sgn}(x y) 1_{\{y \in 2 \mathbb{Z}+1\}} h_{o}(x) \nu^{\lambda_{0}, 0}(|y|) \tag{8.17}
\end{align*}
$$

where

$$
h_{e}(x)=h_{o}(x)=\frac{\rho(1-\alpha)^{2} x}{(1-\rho \alpha)(1+(1-\alpha) x)} .
$$

In addition, observe from 8.10

$$
\frac{1}{2}\left(\mu_{+}^{\lambda_{0}}+\mu_{-}^{\lambda_{0}}\right)(y)=\frac{1}{2}\left(1+\delta_{0}(y)\right) \nu^{\lambda_{0}}(|y|)
$$

and

$$
\frac{1}{2}\left(\mu_{+}^{\lambda_{0}}-\mu_{-}^{\lambda_{0}}\right)(y)=\frac{1}{2} \frac{\rho(1-\alpha)}{1-\rho \alpha} \operatorname{sgn}(y) \nu^{\lambda_{0}, 0}(|y|)
$$

Therefore, for $x \in \mathbb{Z}_{+}, n \in \mathbb{Z}_{+}$, define

$$
h(x)=\frac{(1-\alpha) x}{1+(1-\alpha) x}
$$

and

$$
\mu^{\lambda_{0}}(y)=\frac{1}{2}\left(\mu_{+}^{\lambda_{0}}+\mu_{-}^{\lambda_{0}}\right)(y)
$$

we have
1.

$$
\begin{aligned}
& P_{x}\left(X_{2 n}=y \mid \tau_{\Delta}>2 n\right) \\
& \rightarrow \frac{1}{2}\left(\mu_{+}^{\lambda_{0}}+\mu_{-}^{\lambda_{0}}\right)(y)+\mathbf{1}_{2 \mathbb{Z}}(y-x) \operatorname{sgn}(x) \frac{(1-\alpha) x}{1+(1-\alpha) x} \frac{1}{2}\left(\mu_{+}^{\lambda_{0}}-\mu_{-}^{\lambda_{0}}\right)(y) \\
& =\mu^{\lambda_{0}}(y)+\mathbf{1}_{2 \mathbb{Z}}(y-x) \kappa(x) \frac{\left(\mu_{+}^{\lambda_{0}}-\mu_{-}^{\lambda_{0}}\right)(y)}{2}
\end{aligned}
$$

2. 

$$
\begin{aligned}
& P_{x}\left(X_{2 n+1}=y \mid \tau_{\Delta}>2 n+1\right) \\
& \rightarrow \frac{1}{2}\left(\mu_{+}^{\lambda_{0}}+\mu_{-}^{\lambda_{0}}\right)(y)+\mathbf{1}_{2 \mathbb{Z}+1}(y-x) \operatorname{sgn}(x) \frac{(1-\alpha) x}{1+(1-\alpha) x} \frac{1}{2}\left(\mu_{+}^{\lambda_{0}}-\mu_{-}^{\lambda_{0}}\right)(y) \\
& =\mu^{\lambda_{0}}(y)+\mathbf{1}_{2 \mathbb{Z}+1}(y-x) \kappa(x) \frac{\left(\mu_{+}^{\lambda_{0}}-\mu_{-}^{\lambda_{0}}\right)(y)}{2}
\end{aligned}
$$

where

$$
\kappa(x)=\operatorname{sgn}(x) h(x)
$$

By symmetry with respect to 0 the above results can be extended to $x \in \mathbb{Z}$ with

$$
h(x)=\frac{(1-\alpha)|x|}{1+(1-\alpha)|x|},
$$

completing the proof.

### 8.6 Tail Estimates

In this section, we prove Lemma 8.2 and Lemma 8.3 Recall $\mathbf{Y}$ is a Birth and Death process on $\mathbb{Z}_{+} \cup\{\Delta\}$ with $\Delta$ being a unique absorbing state and the process $\mathbf{Y}^{0}$, defined as follows:

$$
Y_{t}^{0}=Y_{t} \mathbf{1}_{\left\{\tau_{0}^{Y}>t\right\}}
$$

In order to prove Lemma 8.2 and Lemma 8.3 , we need an auxiliary result on simple symmetric random walks. Let $\mathbf{S}=\left(S_{n}: n \in \mathbb{Z}_{+}\right)$be the simple symmetric random walk on $\mathbb{Z}$. Let $\sigma_{0}=\inf \left\{n \geq 0: S_{n}=0\right\}$ and write $P_{x}, E_{x}$ for the probability and expectation for $\mathbf{S}$ with $S_{0}=x$. We omit the subscript and write $P$ and $E$ for the case $x=0$.

Proof of Lemma 8.2. We assume first $x-y$ and $n$ are both even. For $x, y \geq 1$, the reflection principle gives

$$
\begin{aligned}
P_{x}\left(S_{n}=y, \sigma_{0}>n\right) & =P_{x}\left(S_{n}=y\right)-P_{x}\left(S_{n}=-y\right) \\
& =P\left(S_{n}=y-x\right)-P\left(S_{n}=y+x\right)
\end{aligned}
$$

Observe that the $Q_{x}$ probability of each of the paths for $\mathbf{Y}$ on the left-hand side is the probability under the random walk, times the change of measure coefficient, which is $2^{n} q^{(n-(y-x)) / 2}(1-q)^{(n+(y-x)) / 2}$. Therefore we have

$$
\begin{align*}
Q_{x}\left(Y_{t}=y, \tau_{0}^{Y}>n\right) & =(2 \sqrt{q(1-q)})^{n}\left(\sqrt{\frac{1-q}{q}}\right)^{y-x}\left(P\left(S_{t}=y-x\right)-P\left(S_{t}=y+x\right)\right)  \tag{8.18}\\
& =e^{-\lambda_{0} n} \rho^{y-x}\left(P\left(S_{n}=y-x\right)-P\left(S_{n}=y+x\right)\right) \tag{8.19}
\end{align*}
$$

This and the local central limit theorem with estimates for one-dimensional simple symmetric random walk 17, Proposition 2.5.3] give the first claim. It remains to extend it to the case where both $y-x$ and $n$ are odd. In this case, we have

$$
\begin{aligned}
P\left(S_{n}=y-x\right)-P\left(S_{n}=y+x\right) & =\frac{1}{2}\left(P\left(S_{n-1}=y-x-1\right)-P\left(S_{n-1}=y+1+x\right)\right) \\
& +\frac{1}{2}\left(P\left(S_{n-1}=y-x+1\right)-P\left(S_{n-1}=y+x-1\right)\right) \\
& =\sqrt{\frac{8}{\pi(n-1)^{3}}}\left(x y+\frac{y}{2}\left((x+1) \eta_{1}+(x-1) \eta_{2}\right)\right)
\end{aligned}
$$

As a result, Lemma 8.2 claim 1 holds whenever $y-x$ and $n$ have the same parity.
For the second claim, when summing over $y$ using 8.19 , we split the summation according to whether $y \leq n^{1 / 3} \delta(n)$ or $y>n^{1 / 3} \delta(n)$,

$$
\begin{aligned}
Q_{x}\left(\tau_{0}^{Y}>n\right) & =e^{-\lambda_{0} n}\left[\sum_{y=1}^{n^{1 / 3} \delta(n)}+\sum_{y>n^{1 / 3} \delta(n)} \rho^{y-x}\left(P\left(S_{t}=y-x\right)-P\left(S_{t}=y+x\right)\right)\right] \\
& =I_{1}+I_{2}
\end{aligned}
$$

Where

$$
I_{1} \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} x \rho^{-x} \sum_{y \in \mathbb{N}, y-x-n \in 2 \mathbb{Z}}^{n^{1 / 3} \delta(n)} y \rho^{y}
$$

Thus, we need to consider the following two cases:

- $x-n \in 2 \mathbb{Z}$. Then we need to sum over $y \in 2 \mathbb{N}$ :

$$
\begin{equation*}
\sum_{y \in 2 \mathbb{N}, y \leq n^{1 / 3} \delta(n)} y \rho^{y} \sim 2 \sum_{z \in \mathbb{N}} z\left(\rho^{2}\right)^{z} \sim \frac{2 \rho^{2}}{\left(1-\rho^{2}\right)^{2}} \tag{8.20}
\end{equation*}
$$

- $x-n \in 2 \mathbb{Z}-1$. Then the summation is over odd $y$ and is therefore asymptotically equivalent to

$$
\begin{align*}
\sum_{y=1}^{\infty} y \rho^{y}-\sum_{y \in 2 \mathbb{N}} y \rho^{y} & \sim \frac{\rho}{(1-\rho)^{2}}-\frac{\rho^{2}}{\left(1-\rho^{2}\right)^{2}}  \tag{8.21}\\
& =\frac{\rho}{(1-\rho)^{2}}\left(1-\frac{2 \rho}{(1+\rho)^{2}}\right)  \tag{8.22}\\
& =\frac{\rho\left(1+\rho^{2}\right)}{\left(1-\rho^{2}\right)^{2}} \tag{8.23}
\end{align*}
$$

This gives the asymptotic for $I_{1}$. As $0 \leq I_{2} \leq C(n) x \rho^{-x} \frac{n^{1 / 3} \delta(n)+1}{(1-\rho)^{2}} \rho^{n^{1 / 3} \delta(n)+1}=$ $o\left(I_{1}\right)$, the proof is now complete.

Next, we give the proof of Lemma 8.3. We will break it into two pieces and show the second claim first.

Proof of Lemma 8.3-claim 2. Observe that the distribution of $\tau_{\Delta}^{Y}$ under $Q_{x}$ is the same as the distribution of $\tau_{0}^{Y}$ under $Q_{x+\operatorname{Geom}(\delta / q)}$. In particular, this gives

$$
Q_{x}\left(\tau_{\Delta}^{Y}>n\right)=\sum_{k=1}^{\infty} \frac{\delta}{q}\left(1-\frac{\delta}{q}\right)^{k-1} Q_{x+k}\left(\tau_{0}^{Y}>n\right)
$$

We will write the sum on the right-hand side as $J_{1}+J_{2}+J_{3}$, where $J_{1}$ is the summation over $k=1$ to $k=n^{1 / 3} \gamma(n)$. $J_{2}$ is over $n^{1 / 3} \gamma(n)<k<n$ and $J_{3}$ is over $k>n$. Clearly, $J_{3} \leq(1-\delta / q)^{n+1}$, but since $\delta>\delta_{c r}, 1-\delta / q<e^{-\lambda_{0}}$ and so $J_{3}$ decays to zero at a geometric rate faster than $e^{-\lambda_{0}}$. Also since

$$
\begin{aligned}
Q_{x}\left(\tau_{0}^{Y}>n\right) & =e^{-\lambda_{0} n}\left(E\left[\rho^{S_{n}}, S_{n}>-x\right]-\rho^{-2 x} E\left[\rho^{S_{n}}, S_{n}>x\right]\right) \\
& =e^{-\lambda_{0} n}\left(E\left[\rho^{S_{n}},-x<S_{n} \leq x\right]+\left(1-\rho^{-2 x}\right) E\left[\rho^{S_{n}}, S_{n}>x\right]\right)
\end{aligned}
$$

Then for $J_{2}$ we will use the upper bound $Q_{x+k}\left(\tau_{0}^{Y}>n\right) \leq e^{-\lambda_{0} n} E\left[\rho^{S_{n}}, S_{n}>\right.$ $-x-k] \leq e^{-\lambda_{0} n} \rho^{-x-k+1}(1-\rho)^{-1}$. In particular,

$$
J_{2} \leq e^{-\lambda_{0} n} \frac{\delta}{q} \rho^{-x}(1-\rho)^{-1} \sum_{k}(1-\delta / q)^{k-1} \rho^{-k+1}
$$

where $(1-\delta / q) / \rho=\alpha<1$, so we have

$$
\begin{equation*}
J_{2} \leq e^{-\lambda_{0} n} \frac{\delta}{q} \alpha^{n^{1 / 3} \gamma(n)} \rho^{-x}(1-\rho)^{-1}=o\left(e^{-\lambda_{0} t}\right) \tag{8.24}
\end{equation*}
$$

Finally, we can turn to $J_{1}$. We have

$$
J_{1}=J_{1,1}+J_{1,2}
$$

where

$$
J_{1, j}=\frac{\delta}{q} \sum_{k=1}^{n^{1 / 3} \gamma(n)}(1-\delta / q)^{k-1} I_{j}(n, x+k)
$$

To simplify the analysis, we will use $(1-\delta / q) \rho^{-1}=\alpha, \frac{\delta}{q}=1-\alpha \rho$. Thus

$$
\begin{aligned}
J_{1,1} & =\frac{\delta}{q} \sum_{k=1}^{n^{1 / 3} \gamma(n)} \sum_{y=1}^{2 n^{1 / 3} \gamma(n)} e^{-\lambda_{0} t}(1-\delta / q)^{k-1} \rho^{y-x-k}\left(P\left(S_{t}=y-x-k\right)-P\left(S_{t}=y+x+k\right)\right) \\
& \sim \frac{\delta}{q} e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \rho^{-x}\left(\sum_{k=1}^{n^{1 / 3} \gamma(n)}(1-\delta / q)^{k-1} \rho^{-k}(x+k)\right)\left(\sum_{y=1}^{2 t^{1 / 3} \gamma(n)} \rho^{y} y\right) \\
& \sim \frac{\delta}{q} e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \rho^{-x-1} \alpha^{-x}\left(\sum_{k=1}^{n^{1 / 3} \gamma(n)} \alpha^{x+k-1}(x+k)\right)\left(\sum_{y=1}^{2 t^{1 / 3} \gamma(n)} \rho^{y} y\right) .
\end{aligned}
$$

Since $y-(x+k)-n$ must be even, we need to consider the following two cases for the two summations above:

- $x+n \in 2 \mathbb{Z}$. Then $y-k \in 2 \mathbb{Z}$ :

$$
\begin{aligned}
& J_{1,1} \sim \frac{\delta}{q} e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}} \frac{\rho^{-x-1}}{\alpha^{x}}}\left[\left(\sum_{k \in 2 \mathbb{N}, k \leq n^{1 / 3} \gamma(n)} \alpha^{x+k-1}(x+k)\right)\left(\sum_{y \in 2 \mathbb{N}, y \leq 2 n^{1 / 3} \gamma(n)} \rho^{y} y\right)\right. \\
&\left.+\left(\sum_{k \in 2 \mathbb{N}-1, k \leq n^{1 / 3} \gamma(n)} \alpha^{x+k-1}(x+k)\right)\left(\sum_{y \in 2 \mathbb{N}-1, y \leq 2 t^{1 / 3} \gamma(n)} \rho^{y} y\right)\right]
\end{aligned}
$$

Thus, using 8.20 and 8.23

$$
J_{1,1} \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \frac{(1-\alpha \rho) \rho^{-x}}{\left[\left(1-\rho^{2}\right)\left(1-\alpha^{2}\right)\right]^{2}}\binom{1+\rho^{2}}{2 \rho} \cdot\left[\binom{1+\alpha^{2}}{2 \alpha}+\left(1-\alpha^{2}\right) x\binom{1}{\alpha}\right]
$$

- $x+n \in 2 \mathbb{Z}-1$. Then $y-k \in 2 \mathbb{Z}-1$ :

$$
\begin{aligned}
J_{1,1} \sim \frac{\delta}{q} e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \frac{\rho^{-x-1}}{\alpha^{x}} & {\left[\left(\sum_{k \in 2 \mathbb{N}, k \leq n^{1 / 3} \gamma(n)} \alpha^{x+k-1}(x+k)\right)\left(\sum_{y \in 2 \mathbb{N}-1, y \leq 2 t^{1 / 3} \gamma(n)} \rho^{y} y\right)\right.} \\
& \left.+\left(\sum_{k \in 2 \mathbb{N}-1, k \leq n^{1 / 3} \gamma(n)} \alpha^{x+k-1}(x+k)\right)\left(\sum_{y \in 2 \mathbb{N}, y \leq 2 t^{1 / 3} \gamma(n)} \rho^{y} y\right)\right]
\end{aligned}
$$

Thus, 8.20 and 8.23 imply

$$
J_{1,1} \sim e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \frac{(1-\alpha \rho) \rho^{-x}}{\left[\left(1-\rho^{2}\right)\left(1-\alpha^{2}\right)\right]^{2}}\binom{1+\rho^{2}}{2 \rho} \cdot\left[\binom{2 \alpha}{1+\alpha^{2}}+\left(1-\alpha^{2}\right) x\binom{\alpha}{1}\right]
$$

Next, notice that

$$
\begin{aligned}
J_{1,2} & \leq \frac{\delta}{q} e^{-\lambda_{0} n} \sum_{k=1}^{n^{1 / 3} \gamma(n)}(1-\delta / q)^{k-1} \sum_{y>2 n^{1 / 3} \delta(n)}\left[\rho^{y-x-k}\left(P\left(S_{t}=y-x-k\right)-P\left(S_{t}=y+x+k\right)\right)\right] \\
& \leq \frac{\delta}{q} e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \rho^{-x-1} \alpha^{-x}\left(\sum_{k=1}^{n^{1 / 3} \gamma(n)} \alpha^{x+k-1}(x+k)\right)\left(\sum_{y>2 n^{1 / 3} \delta(n)} \rho^{y} y\right) \\
& \leq e^{-\lambda_{0} n} \sqrt{\frac{8}{\pi n^{3}}} \frac{(1-\alpha \rho) \rho^{-x}}{[(1-\rho)(1-\alpha)]^{2}}((1-\alpha) x+1)\left(2 n^{1 / 3} \delta(n)+1\right) \rho^{2 n^{1 / 3} \delta(n)}=o\left(J_{1,1}\right)
\end{aligned}
$$

This and 8.24 then give $J_{1}+J_{2} \sim J_{1,1}$, completing the proof.

We now compute $Q_{x}\left(Y_{n}=y, \tau_{\Delta}^{Y}>n\right)$. We begin by finding the generating function of expression, $\phi_{x}(\beta, y)$, defined as

$$
\phi_{x}(\beta, y)=\sum_{n=0}^{\infty} \beta^{n} Q_{x}\left(Y_{t}=y, \tau_{\Delta}^{Y}>n\right)
$$

By conditioning on the transition from $Y_{n-1}$ to $Y_{t}$, whenever $y>0$, we have that for all $n>0$

$$
Q_{x}\left(Y_{n}=y, \tau_{\Delta}^{Y}>n\right)=Q_{x}\left(Y_{n-1}=y-1\right)(1-q)+Q_{x}\left(Y_{n-1}=y+1\right) q
$$

Therefore

$$
\begin{align*}
\phi_{x}(\beta, y) & =Q_{x}\left(Y_{0}=y\right)+(1-q) \beta \sum_{n=1}^{\infty} \beta^{n-1} Q_{x}\left(Y_{n-1}=y-1\right)+q \beta \sum_{n=1}^{\infty} \beta^{n-1} Q_{x}\left(Y_{n-1}=y+1\right) \\
& =\delta_{x}(y)+(1-q) \beta \phi_{x}(\beta, y-1)+q \beta \phi_{x}(\beta, y+1) \tag{8.25}
\end{align*}
$$

Similarly when $y=0$, for $n>0$ we have

$$
Q_{x}\left(Y_{t}=0\right)=Q_{x}\left(Y_{n-1}=0\right) r+Q_{x}\left(Y_{n-1}=1\right) q
$$

so that

$$
\begin{equation*}
\phi_{x}(\beta, 0)=\delta_{x}(0)+r \beta \phi_{x}(\beta, 0)+q \beta \phi_{x}(\beta, 1) \tag{8.26}
\end{equation*}
$$

The calculation of difference equations (Appendix 8.6) gives

$$
\begin{aligned}
\phi_{x}(\beta, y)= & (q \beta)^{-y}\left[\frac{\eta^{y+1}-(1-\eta)^{y+1}}{2 \eta-1} \phi_{x}(\beta, 0)-\frac{\eta^{y}-(1-\eta)^{y}}{2 \eta-1}\left(r \beta \phi_{x}(\beta, 0)+\delta_{x, 0}\right)\right] \\
& +\mathbf{1}_{\{y>x\}}(q \beta)^{x} \frac{\eta^{y-x}-(1-\eta)^{y-x}}{2 \eta-1}
\end{aligned}
$$

Where $\eta=\gamma^{-1} \beta q$ and $1-\eta=\gamma \beta(1-q)$ for some $\gamma>0$. Using this, we can complete the proof of Lemma 8.3 .

Proof of Lemma 8.3-Claim 1. Consider

$$
\bar{\phi}_{x}\left(\beta, y_{0}\right)=\sum_{y \geq y_{0}} \phi_{x}(\beta, y)=I_{1}+I_{2}+I_{3} .
$$

where

$$
\begin{aligned}
I_{1} & =\frac{\phi_{x}(\beta, 0)(q \beta)^{-y_{0}}}{2 \eta-1} \sum_{y \geq y_{0}}(q \beta)^{-\left(y-y_{0}\right)}\left(\eta^{y}(\eta-r \beta)-(1-\eta)^{y}((1-\eta)-r \beta)\right) \\
& =\frac{\phi_{x}(\beta, 0)(q \beta)^{-y_{0}+1}}{2 \eta-1}\left(\frac{\eta^{y_{0}}(\eta-r \beta)}{\beta q-\eta}-\frac{(1-\eta)^{y_{0}}((1-\eta)-r \beta)}{\beta q-(1-\eta)}\right)
\end{aligned}
$$

We expand according to $\eta^{y}=2^{-y}(1-\epsilon)^{y}$ and $(1-\eta)^{y}=2^{-y}(1+\epsilon)^{y}$ for the general $y$, only using the first two terms (coefficients of $\epsilon^{0}$ and $\epsilon^{1}$ ). All other terms will lead to contributions of smaller orders. Hence We have

$$
\begin{aligned}
\bar{\phi}_{x}(\beta, y) & \sim \frac{\phi_{x}(\beta, 0)}{2 \eta-1}(\beta q)^{-y+1} 2^{-y}\left(\frac{(1-\epsilon)^{y}(\eta-r \beta)}{\beta q-\eta}-\frac{(1+\epsilon)^{y}((1-\eta)-r \beta)}{\beta q-(1-\eta)}\right) \\
& =(2 \beta q)^{-y} \bar{\phi}_{x}(\beta, 0)+(2 \beta q)^{-y} y \phi_{x}(\beta, 0)(\beta q)\left(\frac{\eta-r \beta}{\beta q-\eta}+\frac{(1-\eta)-r \beta}{\beta q-(1-\eta)}\right) \\
& =(2 \beta q)^{-y} \bar{\phi}_{x}(\beta, 0)\left(1+y \frac{q+r-2 \beta q(1-q+r)}{q-r}\right)
\end{aligned}
$$

Where

$$
\bar{\phi}_{x}(\beta, 0)=\sum_{y \geq 0} \phi_{x}(\beta, y)=\phi_{x}(\beta, 0) \beta q \times \frac{\beta(q-r)}{(\beta q-\eta)(\beta q-(1-\eta))}
$$

Therefore, taking $\beta=e^{\lambda_{0}}$ we have

$$
Q_{x}\left(Y_{n} \geq y, \tau_{\Delta}^{Y}>n\right) \sim \rho^{y}\left(1+y \frac{q+r-\rho^{-1}(1-q+r)}{q-r}\right) Q_{x}\left(\tau_{\Delta}^{Y}>n\right)
$$

Observe that

$$
\frac{q+r-\rho^{-1}(1-q+r)}{q-r}=\frac{(\sqrt{q}-\sqrt{1-q})(1-\alpha)}{\sqrt{q}-\sqrt{1-q} \alpha}=\frac{1-\rho}{1-\rho \alpha}(1-\alpha),
$$

so,

$$
Q_{x}\left(Y_{n} \geq y, \tau_{\Delta}^{Y}>n\right) \sim \rho^{y}(1+y \underbrace{\frac{1-\rho}{1-\rho \alpha}(1-\alpha)}_{=C}) Q_{x}\left(\tau_{\Delta}^{Y}>n\right) .
$$

Hence,

$$
\begin{aligned}
Q_{x}\left(Y_{n}=y, \tau_{\Delta}^{Y}>n\right) & =Q_{x}\left(Y_{t} \geq y, \tau_{\Delta}^{Y}>n\right)-Q_{x}\left(Y_{t} \geq y+1, \tau_{\Delta}^{Y}>n\right) \\
& \sim \rho^{y}((1+C y)-\rho(1+C(y+1))) Q_{x}\left(\tau_{\Delta}^{Y}>n\right) \\
& =\frac{(1-\rho)^{2}}{1-\rho \alpha} \rho^{y}(1+(1-\alpha) y) Q_{x}\left(\tau_{\Delta}^{Y}>n\right) .
\end{aligned}
$$

## 9 Appendix: Calculations for Section 8.6

To solve difference equations (8.25) and 8.26), we fix $\beta<1$. We will find $\gamma>0$ such that

$$
\underbrace{\gamma \beta(1-q)}_{=1-\eta}+\underbrace{\gamma^{-1} \beta q}_{=\eta}=1 .
$$

Setting $\left.H_{x}(\beta, y)=\gamma^{y} \phi_{x}(\beta, y), 8.25\right)$ and (8.26) are equivalent, respectively, to

$$
\begin{align*}
H_{x}(\beta, y) & =\gamma^{y} \delta_{x, y}+(1-\eta) H_{x}(\beta, y-1)+\eta H_{x}(\beta, y+1), y \geq 1 .  \tag{9.1}\\
H_{x}(\beta, 0) & =\delta_{x, 0}+r \beta H_{x}(\beta, 0)+\eta H_{x}(\beta, 1) \tag{9.2}
\end{align*}
$$

We first solve the system for the case $y+1 \leq x$. In this case, (9.1) gives

$$
\begin{equation*}
H_{x}(\beta, y+1)-H_{x}(\beta, y)=\frac{1-\eta}{\eta}\left(H_{x}(\beta, y)-H_{x}(\beta, y-1)\right) \tag{9.3}
\end{equation*}
$$

and

$$
H_{x}(\beta, 1)-H_{x}(\beta, 0)=\underbrace{\frac{(1-\eta-r \beta) H_{x}(\beta, 0)-\delta_{x, 0}}{\eta}}_{I_{x}(\beta)} .
$$

Hence we have

$$
H_{x}(\beta, j+1)-H_{x}(\beta, j)=\left(\frac{1-\eta}{\eta}\right)^{j}\left(H_{x}(\beta, 1)-H_{x}(\beta, 0)\right), j \geq 2
$$

Summing from $j=1$ to $y-1$, we then obtain

$$
H_{x}(\beta, y)-H_{x}(\beta, 1)=\sum_{j=1}^{y-1}\left(\frac{1-\eta}{\eta}\right)^{j} I_{x}(\beta)
$$

Hence we have

$$
H_{x}(\beta, y)=\frac{1-\eta}{\eta} \frac{1-\left(\frac{1-\eta}{\eta}\right)^{y-1}}{1-\frac{1-\eta}{\eta}} I_{x}(\beta)+\underbrace{H_{x}(\beta, 1)}_{=I_{x}(\beta)+H_{x}(\beta, 0)}, y \leq x
$$

Next, when $y=x$, we have the equation

$$
\begin{aligned}
H_{x}(\beta, x+1)-H_{x}(\beta, x) & =\frac{(1-\eta)\left(H_{x}(\beta, x)-H_{x}(\beta, x-1)\right)-\gamma^{x}}{\eta} \\
& =\left(\frac{1-\eta}{\eta}\right)^{x} I_{x}(\beta)-\frac{\gamma^{x}}{\eta}
\end{aligned}
$$

and since for $y>x$ we can also use (9.3), we have

$$
H_{x}(\beta, y+1)-H_{x}(\beta, y)=\left(\frac{1-\eta}{\eta}\right)^{y} I_{x}(\beta)-\left(\frac{1-\eta}{\eta}\right)^{y-x} \frac{\gamma^{x}}{\eta}, y>x
$$

Which gives the following formula

$$
H_{x}(\beta, y)-H_{x}(\beta, x)=\sum_{j=x}^{y-1}\left(\left(\frac{1-\eta}{\eta}\right)^{j} I_{x}(\beta)-\left(\frac{1-\eta}{\eta}\right)^{j-x} \frac{\gamma^{x}}{\eta}\right), y \geq x+1
$$

Altogether,

$$
\begin{aligned}
H_{x}(\beta, y) & =\sum_{j=1}^{y-1}\left(\frac{1-\eta}{\eta}\right)^{j} I_{x}(\beta)-\frac{\gamma^{x}}{\eta} \sum_{j=x}^{y-1}\left(\frac{1-\eta}{\eta}\right)^{j-x}+H_{x}(\beta, 1) \\
& =\sum_{j=0}^{y-1}\left(\frac{1-\eta}{\eta}\right)^{j} I_{x}(\beta)-\frac{\gamma^{x}}{\eta} \sum_{j=x}^{y-1}\left(\frac{1-\eta}{\eta}\right)^{j-x}+H_{x}(\beta, 0)
\end{aligned}
$$

To get $\phi_{x}(\beta, y)$, multiply by $\gamma^{-y}$ and let $\omega=\frac{1-\eta}{\eta}$, we obtain

$$
\phi_{x}(\beta, y)=\gamma^{-y} \frac{1-\omega^{y}}{1-\omega} I_{x}(\beta)-\frac{\gamma^{x-y}}{\eta} \frac{1-\omega^{y-x}}{1-\omega}+\gamma^{-y} H_{x}(\beta, 0)
$$

Summing over all $y$, we have

$$
\frac{\left(\frac{1}{1-\gamma^{-1}}-\frac{1}{1-\omega / \gamma}\right)}{1-\omega} I_{x}(\beta)+\frac{1}{1-\gamma^{-1}} H_{x}(\beta, 0)-\frac{\left(\frac{1}{1-\gamma^{-1}}-\frac{1}{1-\omega / \gamma}\right)}{\eta(1-\omega)} .
$$

Using $\gamma^{-1} \beta q=\eta$ we get

$$
\begin{aligned}
\phi_{x}(\beta, \mathbf{1})=(\beta q)^{2} \frac{1}{(\beta q-\eta)[\beta q-(1-\eta)]} \phi_{x}(\beta, 0) & +\beta q \frac{1}{(\beta q-\eta)[\beta q-(1-\eta)]}(-r \beta) \phi_{x}(\beta, 0) \\
& -\beta q \frac{1}{(\beta q-\eta)[\beta q-(1-\eta)]}\left(1+\delta_{x, 0}\right)
\end{aligned}
$$

To get back to $\phi_{x}$, we need to multiply both sides by $\gamma^{-y}$ and use the identity (9.3). This gives

$$
\phi_{x}(\beta, y)=\left\{\begin{array}{l}
(q \beta)^{-y}\left[\frac{\eta^{y+1}-(1-\eta)^{y+1}}{2 \eta-1} \phi_{x}(\beta, 0)-\frac{\eta^{y}-(1-\eta)^{y}}{2 \eta-1}\left(r \beta \phi_{x}(\beta, 0)+\delta_{x, 0}\right)\right], y \leq x \\
(q \beta)^{-y}\left[\frac{\eta^{y+1}-(1-\eta)^{y+1}}{2 \eta-1} \phi_{x}(\beta, 0)-\frac{\eta^{y}-(1-\eta)^{y}}{2 \eta-1}\left(r \beta \phi_{x}(\beta, 0)+\delta_{x, 0}\right)+(\beta q)^{x} \frac{\eta^{y-x}-(1-\eta)^{y-x}}{2 \eta-1}\right], y>x
\end{array}\right.
$$
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